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Abstract
With ChatGPT’s rapid adoption, concerns regarding generative artificial intelligence (AI) 
have shifted from theoretical to practical. Drawing upon the “algorithmic imaginary” 
framework from critical algorithm studies and the anthropological concept of “ordinary 
ethics,” we analyzed Twitter discourse during ChatGPT’s initial deployment, examining 
368,359 tweets. Our analysis identified five topics reflecting functional and critical aspects 
of ChatGPT. We specifically point to two topics with a critical perspective: “Ethics” 
and “Concerns.” The first aligns with scholarly discussions in AI ethics on fairness and 
transparency, while the second focuses on ChatGPT’s generative capabilities. This 
highlights an emerging trend: While the academic discussion on AI ethics has gained 
popularity, especially in scrutinizing ChatGPT, the conversation is now expanding to 
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more nuanced ethical deliberations. We analyzed the posts’ engagement and sentiment 
over time, demonstrating the AI ethics community’s influence in addressing the potential 
and harms of generative AI systems.

Keywords
AI ethics, algorithm, algorithmic imaginary, ChatGPT, discourse, early adoption, 
generative AI, ordinary ethics, Twitter, user agency

Introduction

ChatGPT’s launch in late 2022 marked a significant leap in artificial intelligence (AI), 
enabling unprecedented public interaction with generative AI technologies. Within 
weeks, it emerged as the fastest-growing application in terms of user registration. As of 
March 2024, ChatGPT has approximately 180.5 million active users and 1.6 billion 
monthly website visits (Nerdy, 2024). This swift uptake not only showcased the practical 
applications of generative AI in everyday communication but also ignited pressing ethi-
cal conversations and broader discussions, such as its gender bias (Gross, 2023), lack of 
accountability (Liesenfeld et al., 2023) and the effect on creativity (Epstein et al., 2023; 
Htet et al., 2024). Concerns arose so deeply that some prominent tech figures advocated 
for a temporary halt in AI progress, alarmed by its potential existential risks (Future of 
Life Institute, 2023).

Public opinion is central to shaping the ethical discourse surrounding generative AI, 
impacting not only product acceptance and commercial advancement but also the alloca-
tion of research funding and the development of regulations (Smuha, 2021). Furthermore, 
public perception and feedback play a pivotal role in the evolution of these algorithms, 
as they are continually refined based on human interactions and responses. With the 
introduction and tangible realization of generative AI, marked by ChatGPT’s launch, 
public discourse is swiftly adjusting to concerns that were once theoretical but are now 
concrete.

The focus on the reception of algorithms, specifically, the development of “algorith-
mic imaginary”—the “ways of thinking about what algorithms are, what they should be 
and how they function” (Bucher, 2017: 30) among individuals who interact with them 
has recently become a fundamental concern within the larger field of critical algorithm 
studies, for example, Kasirzadeh and Gabriel (2023), Lomborg and Kapsch (2020), 
Schellewald (2022), and Büchi et al. (2023). The literature suggests that people’s percep-
tions of algorithms significantly influence how these algorithms are “enacted” (Bucher, 
2017; Devendorf and Goodman, 2014; Seaver, 2017). This theoretical framework pro-
poses that actors do not interact with pre-existing objects such as algorithms; instead, 
they bring them into existence in contexts where ethical evaluations, folk theories, and 
diverse imaginaries play crucial roles and impact how algorithms perform and affect 
individuals (Bucher, 2017). Therefore, understanding people’s ethical critiques of algo-
rithms becomes an essential aspect of studies aiming to examine the interaction between 
algorithms and people. Our work draws on the theoretical concept of “Ordinary Ethics” 
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(Lambek, 2010), which builds on the integral role of ethics in society and contends that 
ethics is a reflective property, expressing group membership and identity. In this article, 
we propose to study what we term “Ordinary AI Ethics,” taking a socio-cultural perspec-
tive on ethics. Through this perspective, we studied ethics not as a set of abstract or 
technical rules but by following how ethical considerations around ChatGPT are publicly 
articulated by actual people. We analyzed their ethical reflections, in which they draw on 
existing repertoires, logics, and imaginaries as they interact with this emerging technol-
ogy in its initial months of public deployment. In this context, our research highlights the 
importance of integrating the exploration of algorithm reception and imaginaries with 
the quickly expanding field of AI ethics. Diverging from the predominantly philosophi-
cal, legal, and technical perspectives prevalent in existing studies, our work is focused on 
the socio-cultural dimensions of AI ethics—a viewpoint frequently neglected, as high-
lighted by Avnoon et al. (2023).

To examine public discourse about ChatGPT during its initial public interaction 
phase, we analyzed discussions on the major social media platform Twitter (referred to 
as “X” since July 2023). Our dataset comprises 368,359 tweets gathered from Twitter 
between February 13 and June 4, 2023. The principal questions guiding our research are: 
What topics emerge as people discuss ChatGPT during its initial adoption phase? To 
what extent does ChatGPT provoke ethical critiques among Twitter users engaging in 
conversations about it? If such critiques emerge, what characteristics define them?

Our analysis began by identifying the discourse topics that surfaced during this period. 
These topics were subsequently grouped into five distinct clusters. We then further ana-
lyzed each cluster to discern its central discussion motif and the prevailing sentiment.

Our analytical approach draws inspiration from the emerging concept of the 
“Algorithmic Imaginary” (Bucher, 2017) and the theoretical anthropological framework 
of “Ordinary Ethics” (Lambek, 2010). Our goal is to contribute to the critical examina-
tion of algorithms and the study of AI ethics from a socio-cultural perspective.

Background

User experiences with algorithms

In recent years, scholarly attention has been drawn toward the social and cultural impli-
cations of computer algorithms in various aspects of people’s lives. Under the “critical 
algorithm studies” umbrella, researchers have analyzed algorithms’ political dimensions, 
focusing on transparency, privacy, accountability, and fairness (Gillespie, 2014). A cen-
tral insight from this body of work emphasizes the importance of understanding users’ 
interactions with algorithms. This insight highlights the complex nature of algorithms 
and their users, recognizing the users’ active role in experiencing and sometimes delib-
erately resisting algorithmic functions. Supporting this notion, Bucher (2018) argues that 
the influence of algorithms is not just a byproduct of their functionalities but also stems 
from the imaginaries people weave around them.

While the study of technology adoption is important across all tech domains, it 
assumes even greater significance in the realm of machine learning algorithms. This 
significance arises because algorithms are not just static entities molded by their 
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creators; they also depend on their users for adaptation and continued relevance. As an 
illustrative point, while specifics about ChatGPT’s mechanism remain proprietary, 
OpenAI has indicated that ChatGPT employs reinforcement learning with human feed-
back (RLHF) (Ziegler et al., 2019) for refining its responses. This example highlights 
how user feedback becomes instrumental in determining the trajectory of algorithmic 
functions.

A growing number of empirical studies have examined the direct experience of users 
with algorithms. A key concept in this research is “The Algorithmic Imaginary,” coined 
by Bucher (2017). Bucher describes this concept by analyzing tweets and conducting 
follow-up interviews with their authors. On a related subject, Lomborg and Kapsch 
(2020) interviewed media users to examine their understanding of algorithms, the knowl-
edge acquisition process, and their reactions to algorithmic outcomes. In professional 
contexts where algorithms are employed, Christin (2017) builds upon Bucher’s (2017) 
concept of the “Algorithmic Imaginary” to explore how web journalists and legal profes-
sionals utilize and interpret algorithms in their work. She argues that algorithms serve as 
symbolic resources that mediate the negotiation and enactment of professional values by 
those who employ them. The critiques and resistance toward algorithms in each profes-
sion are closely tied to each field’s unique “Algorithmic Imaginaries.” Similarly, Kotliar 
(2020) conducted a study involving workers in data analytics companies who relied on 
algorithms to assist them in their tasks. He demonstrated how these individuals leverage 
their personal values and social context to attribute symbolic meanings to algorithmic 
outputs, effectively transforming “algorithmically produced clusters” into distinctive 
“identity categories.”

Other works have analyzed user approaches when interacting with machine learning 
algorithms, in settings such as recommendations in streaming services (Siles et al., 2020) 
or news selection on social media platforms (Fletcher and Nielsen, 2019). Fletcher and 
Nielsen’s (2019) study underscored a prevailing “generalized skepticism” among users 
regarding news selection, suggesting a critical stance toward algorithmic functions they 
might not fully comprehend. Ruckenstein and Granroth (2020) analyzed users’ reactions 
to personalization and targeted advertisements on social media. Swart (2021) showed 
that users cultivate an awareness of algorithms rooted in their emotional experiences, 
daily social media engagement, and media exposure to data and privacy controversies. 
These interactions lead to the formation of “folk theories” about algorithmic functions, 
which help users make sense of the complex way algorithms operate.

The existing literature points to user discomfort and concern in situations where it is 
evident that algorithms retain records of individuals’ past behaviors, showcasing user 
perspectives on how algorithms should ethically operate and the boundaries they should 
respect (Bucher, 2017). For instance, while a user might be fully aware of Facebook’s 
data collection practices, they might still feel unsettled when unexpectedly confronted 
with images of their ex-partner on their news feed. Simply put, algorithms that bring up 
past actions can evoke feelings of being under surveillance, compromising personal 
autonomy and privacy (Ruckenstein and Granroth, 2020). This sentiment is also evident 
in the field of targeted advertising. When users encounter advertisements related to per-
sonal matters they have not explicitly shared, they might speculate if their devices are 
eavesdropping (Kennedy et  al., 2017). This type of unease suggests that users have 
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certain expectations of appropriate information flow, creating a sense of discomfort 
when those imaginaries and reality mismatch (Büchi et  al., 2023). Drawing from the 
existing literature, our objective is to examine users’ critiques of AI, as exemplified by 
the discourse on ChatGPT. We will assess their specific characteristics and extract the 
ethical reflections and concerns that emerge when users interact with this technology. 
This research aims to enrich both the understanding of users’ daily perceptions of algo-
rithms and the nascent literature on AI ethics.

AI ethics

Khan et al. (2022) conducted a systematic literature review on AI ethics, showing that the 
most commonly debated principles in the current literature include transparency, privacy, 
accountability, and fairness. These principles have become major areas of research 
within various communities studying Fairness, Accountability, and Transparency 
(FAccT) (Laufer et al., 2022) in machine learning and human–computer interaction (Van 
Berkel et al., 2023). In addition, critical discussions on AI ethics also look into its impact 
on the future of labor (Brynjolfsson et al., 2023; Jones, 2021; Nissim and Simon, 2021), 
education (Lim et  al., 2023), and the creative arts (Epstein et  al., 2023). It has been 
argued that the current perception of AI systems has not matched the capabilities of this 
technology, thereby raising questions regarding how people should regard AI systems—
whether as humans, objects, or an entirely distinct entity (Laakasuo et al., 2021).

The bulk of research on AI ethics adopts a normative position, inquiring what is 
philosophically or legally adequate, or examining the operations of existing algorithms 
to suggest improvements. This normative stance is also evident in empirical studies on 
AI ethics as they scrutinize the performance of various algorithms to demonstrate how 
they conform to or violate certain ethical ideals, such as gender or racial equality 
(Brown et al., 2021; Niforatos et al., 2020). These studies aim to provide guidelines for 
creating or modifying AI systems to align more closely with values identified as desir-
able in the research literature. For instance, Bender et al. (2021) illustrated how large 
language models (LLMs) are susceptible to adopting and reflecting societal biases due 
to being trained on extensive and often uncurated Internet datasets. This raises con-
cerns about the reinforcement and amplification of harmful stereotypes, noting that 
language models trained on large internet datasets frequently replicate the biases pre-
sent in their training data, which can further entrench societal biases (Abid et al., 2021; 
Weidinger et  al., 2022). For generative AI, Ghosh and Caliskan (2023) argued that 
ChatGPT reinforces gender stereotypes by associating specific genders with certain 
jobs (e.g., portraying doctors as male and nurses as female) and linking certain activi-
ties to a particular gender.

Accountability and transparency have been introduced as key principles in the opera-
tionalization of AI ethics. Accountability holds system designers accountable for their 
design choices, while transparency encourages system developers to make justifications 
regarding those choices accessible, particularly in case of an unexpected or even unethi-
cal output (Kazim and Koshiyama, 2021). Transparency, on the contrary, is a property of 
algorithms that allow both users and experts to assess the properties of algorithms. For 
example, users interacting with a chat-like interface should be informed whether they are 
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communicating with a real person or a chatbot (Díaz-Rodríguez et  al., 2023). These 
principles should be held by AI system developers but also by people using and access-
ing AI tools.

To enhance adherence to ethical norms, adjustments to the development of AI systems 
can be made by legislation, regulations, designs, instruction, or technological advance-
ments. Technical governance can be employed to ensure that companies building AI 
systems fulfill their responsibilities to preserve these properties, in addition to direct 
legislation, which invokes legal compliance. Furthermore, non-technical governance has 
been implemented to guarantee that decision-makers receive ongoing education and 
training regarding strategies to enhance transparency and inform users about how auto-
mated decisions respect human rights (Lukowicz, 2019).

These steps were taken to promote responsible human-centered AI (Lukowicz, 
2019), under which the development of AI systems respects human dignity and auton-
omy, such that humans can make meaningful and self-conscious decisions. To address 
cases of limited or inappropriate governance and minimize risks caused by ethical 
issues, ethical-by-design approaches (Brey and Dainow, 2023) have been proposed for 
ethical AI development. Such approaches incorporate principles, standards, and best-
practice guidelines that system developers can use to improve the system’s robustness 
to ethical violations. It often involves collaboration with experts from various fields, 
including anthropology and philosophy. These definitions have recently been extended 
to trustworthy AI (HLEG, 2019), an approach that prioritizes safety and transparency 
for the users who interact with it.

The ordinary ethics of AI

The ethics of algorithms is currently predominantly discussed mostly from philosophi-
cal, legal, and technological perspectives (Avnoon et al., 2023). We propose to assess 
the socio-cultural components of the ethics of algorithms utilizing insights from the 
anthropology of ethics and the sociology of morality. Strands in both the sociology of 
morality and the anthropology of ethics propose to locate their object of inquiry in 
people’s everyday or “ordinary” judgments of what is “right” or “wrong.” Thus, they 
explore temporal and social variations in people’s everyday understandings of their 
obligations, values, and worth (Hitlin et  al., 2023; Mattingly and Throop, 2018). 
Specifically, the anthropology of ethics suggests that ethics can be understood in their 
“ordinary” contexts (Lambek, 2010). Hence, the term “Ordinary Ethics” in the context 
of our research refers to cases where people address questions regarding the “good” 
and the “bad” in everyday situations by focusing on their reflective evaluations, as 
opposed to the more practical normative stance of “ethics” in philosophy, law, and 
computer science (Laidlaw, 2018). One of this approach’s many strengths is that it 
allows researchers to examine how cultural ideas inform people and analyze their 
understanding of “the good” in social relations and reflexive engagement. This is done 
as a descriptive and not a normative research project.

In our context, we employ this framework with the aim of understanding what ethical 
discourses emerge around AI systems. In this sense, we regard Twitter users’ critical 
engagement regarding ChatGPT as a space where ethical evaluations of this technology 
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are formed and refined. Importantly, within this socio-cultural perspective on ethics, 
individuals’ ethical evaluations are influenced by their social group affiliations, class, 
and political affiliations. This viewpoint, which regards ethical conduct and evaluations 
as non-monolithic, contextual, and diverse, has been a central theme in both the anthro-
pology of ethics and the sociology of morality. Instead of merely focusing on an indi-
vidual’s choice between “the moral” and “the immoral,” the sociology of morality, as 
proposed by scholars such as (Boltanski and Thévenot, 1999), emphasizes the impor-
tance of individuals’ ability to navigate within and between diverse moral repertoires and 
to select among various “moral logics.” In the anthropology of ethics, this idea is often 
present in the discernment that scholars make between the “moral” and the “ethical.” 
While “moral” refers to the set of rules and norms that different societies live by, “ethics” 
designates the more reflective and agentive processes individuals engage in to cultivate 
their sense of what is right and wrong in various situations (Mattingly and Throop, 2018).

To show how morality is tied to structural constraints and societal discourses, cultural 
sociologists often illustrate how morality is employed to demarcate social boundaries. 
This concept is exemplified in Michelle Lamont’s study of working men in the United 
States and France, where she contends that moral judgments perform boundary work, 
delineating what separates working men from other groups. This moral delineation is 
achieved through engagement with what she refers to as available “cultural repertoires,” 
which are shaped by structural constraints and societal discourses (Lamont, 2009; 
Swidler, 1986). This analytical sensitivity, which aims to include both people’s reflective 
freedom as they consider what is right or wrong, and the social context in which they 
live, has also become important in the anthropology of ethics. Works such as Saba 
Mahmood’s (2005) study on the gendered politics of piety in Egypt demonstrate how 
relations between ethics, freedom, power, and politics are configured by the diverse 
genealogical traditions within which such concepts arise, gain legitimacy, are enacted, 
and/or are contested (Mattingly and Throop, 2018).

Studies focusing on AI ethics from a socio-cultural perspective have recently emerged, 
with particular attention paid to research on algorithmic production centers (Avnoon 
et al., 2023). Avnoon et al.’s (2023) work describes how algorithm developers navigate 
their ethics in the constraints of their available repertoire, the libertarian, capitalist, and 
technocratic environment of the tech industry. Some works on users’ ethical reflections 
and concerns surrounding AI have also begun to emerge. For example, Ghotbi et  al. 
(2022) surveyed 228 college students in Japan on AI ethics. Their study shows that most 
students identified unemployment as the primary AI-related concern, while some high-
lighted the emotional impact of AI as a main concern. Cave et al. (2019) examined a UK 
survey on AI views and found that the dominant AI narratives caused anxiety. Namely, 
most respondents felt powerless over AI’s direction, blaming corporate or governmental 
dominance.

“Ordinary Ethics” directly corresponds with “folk theories,” a theoretical concep-
tualization of users’ interaction with technology, used to study how people under-
stand algorithms and personalization tools. Folk theories are “intuitive, informal 
theories that individuals develop to explain the outcomes, effects, or consequences 
of technological systems” (DeVito et  al., 2017). Folk theories can significantly 
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diverge from expert theories because they emerge as individuals generalize algorith-
mic functions based on their own personal experiences with these algorithms.

Moreover, findings from HCI studies resonate with the insights from critical algo-
rithm studies. For instance, Eslami et al. (2016) conducted a qualitative laboratory study, 
discovering that nearly half of the participants lacked a comprehensive understanding of 
algorithms. However, they were able to identify ten folk theories elucidating individual 
perceptions of automated curation processes. In a parallel vein, Rader and Gray (2015) 
studied how people interpret their Facebook newsfeeds. They found that users employed 
various theories to rationalize the newsfeed’s behavior. Some perceived it as an uncon-
trollable natural force, while others showcased advanced informal reverse engineering 
notions.

Building on the approach that ethics should be studied as they are enacted in ordinary 
social contexts by individuals striving to discern between right and wrong, our work 
aims to examine how people ethically reflect on ChatGPT during its initial months of 
deployment. We thereby seek to reveal the imaginaries and folk theories that people draw 
upon in their reflections.

Data and methods

Data collection

We gathered English-language tweets using the Twitter Developer interface over a 4-month 
period, from February 13, 2023, to June 4, 2023. This collection was guided by specific 
inclusion criteria, anchored on a comprehensive list of relevant keywords. The keywords 
used to retrieve the tweets include combinations, such as {“chatgp” odds ratio (OR) “gpt4” 
OR “gpt-4”} AND {“great” OR “impressed” OR “truth” OR “pretend” OR “fake” OR “bad” 
OR “damage” OR “wrong” OR “dangerous” OR “extreme”} (the full list of keywords is 
provided in Supplement 1). Each tweet in our dataset includes several details: unique identi-
fiers, the time of posting, the content of the tweet, and engagement metrics (views, likes, 
replies, and retweets). Our analysis is confined to English tweets due to the challenges in 
accurately assessing and comparing topic extraction and labeling performance across multi-
ple languages, which cultural variations among Twitter users can significantly influence. 
The total dataset comprised 368,359 tweets containing the specified keywords.

We applied a series of standard preprocessing techniques to the collected tweets. 
These steps included tokenization, removing special characters, pruning URLs, and 
expanding hashtags into their constituent words where possible. In addition, we filtered 
out duplicate tweets and those without any user engagement. To identify the more trend-
ing tweets, we utilized Twitter’s activity metrics as indicators of their social impact.1 
After preprocessing, the tweet corpus was reduced to a total of 178,416 tweets. Figure 1 
summarizes the entire flow of our analysis.

To address potential privacy risks, we followed best practices in handling public indi-
vidual data for research purposes (Fiesler and Proferes, 2018). Our study was authorized 
by the institutional ethics committee (ethics approval 6997-1). We ensured that we did 
not publish easily identifiable information (such as usernames) and made no attempts to 
collect or infer demographic information (such as location or gender) that could facilitate 
future re-identification.



Cohen et al.	 9

Analyzing topics

To investigate the underlying discourse topics, we used ChatGPT’s LLM as a powerful 
classifier. The use of LLMs, such as ChatGPT, for zero-shot learning (Larochelle et al., 
2008) has recently gained traction (Hu et al., 2023; Kojima et al., 2022). This technique 
uses existing text–class relationships to predict new classes or answer new questions 
without labeled data, utilizing semantic similarities as prior knowledge. We have used 
ChatGPT language model capabilities to perform predictive analysis involving natural 
language processing (Hu et al., 2023; Rathje et al., 2024; Törnberg, 2023), outperform-
ing domain experts in many tasks (Gilardi et al., 2023; Törnberg, 2023). This approach 
diverges from the traditional Latent Dirichlet Allocation (LDA) topic modeling, often 
used in ChatGPT and Twitter discourse studies (Adeshola and Adepoju, 2023; Dodd, 
2023; Korkmaz et al., 2023; Taecharungroj, 2023), but limited by its need for extensive 
hyper-parameter tuning.

We employed a three-step procedure for topic modeling: Initially, ChatGPT analyzed 
~2000 of the most engaging tweets from our corpus (the tweets that received the highest 
number of views, likes, replies, and retweets combined), assigning a concise five-word 
title to each identified topic (see Supplement 5 for the complete list). We then used 
ChatGPT to cluster these topics into five representative groups, each assigned a title 
(referred to hereafter as topics). An additional “Other” category was created for tweets 
that did not fit any single topic, due to the unstructured nature of Twitter text. To manage 
the stochastic nature of LLMs and ensure response quality, ChatGPT’s temperature set-
ting was adjusted to medium. A sensitivity analysis was conducted to assess the effect of 
different temperature levels on topic assignment consistency. The results showed stable 
and consistent performance with respect to all topics (see Supplementary Figure S1). 
Moreover, an insignificant difference was found between the performance of ChatGPT’s 
topic labeling for jargon-based and content-based instructions across varying tempera-
ture levels, further supporting the robustness of our prompt instructions when interacting 
with ChatGPT (see Supplementary Figure S2). Finally, ChatGPT categorized each tweet 
in our dataset into one of the six topics.

We validated the topic categorization through several methods. Coherence was evalu-
ated using average pairwise word-similarity scores, with all topics scoring high (above 
0.67, average 0.71), indicating that the generated topic clusters were consistent, clear, 

Initial corpus

368,359 tweets

62 discourse topics 5 discourse topics

Analyzed corpus

Ranking of top-scoring 
phrases within topics

Sentiment polarity scores

178,416 tweets

7 user groups

Figure 1.  Schematic flow of the employed analysis methodology.
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and relevant to our analysis. Distinctiveness was assessed through similarity-based over-
lap between phrase distributions across topics, showing a low overlap (0.11). This low 
overlap remained constant over our analyzed time frame (see Supplementary Figure S1), 
confirming the validity of our topic clustering. Fleiss’ Kappa with weight correction was 
calculated to measure inter-rater agreement between ChatGPT and the authors, particu-
larly for differentiating critical and general discourse, resulting in a Kappa of k = 0.76  
( )p < .001 . To statistically examine topic differences over time, we used non-parametric 
tests due to the non-normal data distribution: A chi-square test for the number of tweets 
per topic, a Friedman test with Nemenyi post hoc analysis for time series tweet counts, a 
Mann-Kendall test for trends in discourse within topics, and a Wilcoxon signed-rank test 
for changes in user engagement over time across topics. These tests were performed at a 
significance level of α = .05 .

Analysis of Twitter users

The collected Twitter corpus reflects a broad spectrum of users from multiple communi-
ties. We conducted an additional analysis to investigate what central user groups partici-
pate in the discussion about ChatGPT across the extracted discourse topics. Namely, we 
extracted the 50 most engaging tweets from each topic in our corpus (estimated by the 
number of retweets, likes, quotes, replies, and views) and retrieved the profile informa-
tion of their authors. Then, we manually reviewed the authors’ profiles and categorized 
them into seven communities. These communities encompassed various backgrounds 
and professions: technology/AI professionals, creative professionals, academics, jour-
nalists, legal professionals, business promoters, and laypeople. To confirm the quality of 
our labeling, two of the authors labeled the extracted user profiles, reaching a substantial 
inter-rater agreement (Fleiss’ kappa of k = 0.68 ). Subsequently, we utilized the resulting 
group distribution to derive conclusions regarding the dominant communities echoing 
the discourse, particularly in critical topics discussing concerns and ethical issues.

Exploring the discourse within topics

To further differentiate the types of discussions surrounding ChatGPT and comprehend 
their primary attributes, we provided a deeper analysis of the discussions that make up 
the main topics. To that end, we employed LDA topic modeling (Blei, 2012) to identify 
the dominant phrases within each topic and thus capture its latent discourse aspects.

In addition, as our work aimed to focus on users’ ethical critiques of ChatGPT, we 
applied sentiment analysis to the tweets to identify tweets with a critical tone. Although 
this task is highly common when processing static textual corpora, here we performed 
sentiment analysis temporally to capture the trends in user experience with ChatGPT. For 
this purpose, we first utilized BERTweet,2 a state-of-the-art model pre-trained on English 
tweets, to determine whether the sentiment in each tweet is positive, negative, or neutral. 
Compared with lexicon and rule-based models commonly used for sentiment analysis 
(Adeshola and Adepoju, 2023; Dodd, 2023), classifiers such as BERTweet enhance com-
prehension of underlying sentiments by better capturing the context within sentences.
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In addition to extracting the sentiment label, we measured the sentiment polarity of 
the tweets on a continuous scale, that is, the intensity of the sentiment conveyed by a 
particular tweet. Then, to enhance our insights about the discourse around ChatGPT, we 
synthesized the analysis of the classified sentiment with the categorization of the discov-
ered topics. Finally, we manually skimmed the content of the tweets in our corpus to 
locate representative examples of different discourse directions.

Results

Distribution of discourse topics

Table 1 outlines the five principal topics identified in tweets about ChatGPT during the 
studied time period. Each topic was assigned a representative title by the ChatGPT 
model, encapsulating the principal ideas therein. The analysis uncovers a rich tapestry of 
discussions about ChatGPT, with topics ranging from functionalities and applications 
across various sectors to evaluations and comparisons with other AI tools.

This study aimed to examine the nature and extent of the critical discourse surround-
ing ChatGPT during its initial months. Remarkably, 41.84% of the analyzed tweets con-
veyed what seemed to be a critical perspective, falling under the titles Topic 2: “Concerns” 
(28.25%) and Topic 5: “Ethics” (13.59%). In addition, tweets under the “Concerns” topic 
were disproportionately represented, accounting for twice as many tweets as any other 
topic ( [ ] )χ 2 5, = 178,416 = 19,120.86,  < .001N p . This was later verified as we exam-
ined the prevailing sentiments in each topic, as explained in the next subsection. The 
remaining topics (Topics 1, 3, and 4) exhibited a more evenly distributed representation 
in our corpus.

Significantly, the topics of “Ethics” and “Concerns” emerged as the areas where a 
substantially negative tone was most prevalent. For instance, we discovered tweets 
within these topics that discussed ChatGPT’s offensive language, expressing dissatisfac-
tion with its conversational capabilities, for example, “Major Problem Ahead: AI giving 
abusive, mean .  .  . responses!.” Consequently, our analysis concentrated on these two 
topics, rather than the other three topics that did not exhibit critical negativity. 
Nevertheless, the remaining topics (Topics 1, 3, and 4) were used to contextualize this 
type of criticism among the richly diverse discourse around ChatGPT.

Temporal changes and sentiment analysis

Upon an examination of the daily count of tweets relating to the topics over time 
(Figure 2), we observed a statistically significant difference between the topics 
( [ ] )χ 2 4  = 216.43,  < .001p . We discerned that the curves representing the topics 
“Concerns” (Topic 2) and “Ethics” (Topic 5) exhibited a different trend compared with 
those of Topics 1, 3, and 4, which remained stationary, starting in late March 2023 
(Mann-Kendall test; � � �= 0.116, = 0.059, = 0.015� � and , respectively, p > .05 ). 
That distinction supported the validity of our observations, proving that the captured 
differences in the critical topics (“Concerns” and “Ethics”) are specific and have the 
potential to shed more light on the investigated critical discourse. In addition, although 
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the number of tweets in the “Concerns” topic over time was double that of the “Ethics” 
topic ( )p < .001 , based on the variations in the gradients of the trend curves, these top-
ics exhibited a parallel trajectory (Wilcoxon signed-rank test; Z p=1838.5, = .890 ). 
This observation suggests that waves of criticism, regardless of similarity or diversity 
in nature, directed at this emerging technology usually arise and dissipate simultane-
ously. In contrast, other forms of discussion, which are more positive toward this 
emerging technology, tend to remain constant over time.

Our study was designed to investigate users “ordinary” ethical reflections on ChatGPT, 
focusing particularly on tweets expressing criticism toward this technology. To isolate 
such tweets, we employed sentiment analysis within each topic category, targeting those 
primarily emanating negative sentiments, which are typically indicative of critical 
viewpoints.

As depicted in Figure 3, all the topics statistically significantly differed in their senti-
ment score over time ( [ ] )χ 2 4 = 182,385.34, < .001p . In terms of the sentiment con-
veyed in the tweets, a clear distinction between the topics was observed. Specifically, the 
“Concerns” and “Ethics” topics were distinguished from the rest of the topics by their 
negative mean score, in contrast to the consistently positive sentiment polarity observed 
in the remaining topics over time (Nemenyi pairwise post hoc; p < .01  for all pairs). The 
negative tweets in these topics accounted for 52.28% and 42.10% of the tweets within 
their respective topics. In contrast, positive tweets constituted a smaller portion, specifi-
cally 11.40% and 9.53%, respectively (the remaining percentages correspond to tweets 
classified as neutral). This suggests that these topics harbor significant critical and ethi-
cally charged discussions. A detailed distribution of sentiment labels can be found in 
Supplementary Table S1.

Figure 2.  Daily count of tweets per topic over time. Data is smoothed using a 5-day simple 
moving average.
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A noteworthy peak in the average sentiment was observed across all topics between 
May 15 and 20, 2023, indicating an increase in the positive sentiment score. Moreover, 
the observed increase facilitated a shift in the tone of critical discussions, including the 
“Concerns” and “Ethics” topics, moving from a predominantly negative sentiment to a 
more positive one, on average. After cross-referencing that time frame with the external 
events that occurred during that time, we saw a potential link between the official launch 
of Bard, Google’s new chatbot and competition to ChatGPT, and the observed increase 
in positive sentiment. This was backed by a large number of tweets stating that ChatGPT 
outperforms Bard, in both functionality and performance. For example, a tweet from 14 
May 2023 wrote: “.  .  . Been trying same prompts on Bard and ChatGPT. Responses .  .  . 
from ChatGPT are better as of now .  .  .”; another tweet from 18 May 2023 states that 
“.  .  . #GoogleBard needs to learn a lot and come long way to compete with #ChatGPT.”

In alignment with our principal research query—exploring whether this emerging 
technology induces specific and immediate ethical reservations among Twitter users 
engaging in related discussions, and identifying the predominant characteristics of such 
concerns if they do exist—we found it important to further investigate the emergence of 
two seemingly analogous critical topics, the “Concerns” and “Ethics” topics. These clus-
ters, appearing to be similar in title, sentiment, and evolution over time, necessitated 
additional scrutiny. Our goal was to discern whether it is justified to regard these clusters 
as independent entities and, if so, to illuminate the distinguishing factors between them.

We examined the median engagement rate of each topic over the months encom-
passed by our study (Figure 4) and found statistically significant differences in the 
median engagement across topics ( [ ] )χ 2 4  = 220.49,  < .001p . Notably, we observed 

Figure 3.  Daily average sentiment score of tweets per topic over time. Sentiment score 
ranges between −1 and 1, where −1 indicates that a highly negative sentiment is expressed in 
the text, 0 indicates a neutral sentiment, and +1 indicates a highly positive sentiment. Data is 
smoothed using a 5-day simple moving average. Shaded error bands around rolling averages 
indicate a 95%  confidence interval.
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that the median engagement rate for the “Ethics” topic exceeded that of the “Concerns” 
topic (Nemenyi pairwise post hoc; p < .001 ), and particularly in late May 2023, where 
it was 1.5 times higher than that of the “Concerns” topic. Nevertheless, both topics 
exhibited similar and concurrent engagement trends of their tweets over time from 
February 2023 to April 2023 (Wilcoxon signed-rank test; Z p = 2052.0,  = .736 ), that 
is, increase or decrease in the median engagement of tweets in one topic was also 
observed at the same time in the other topic. These observations could be interpreted 
as follows: Discussions under the “Concerns” topic may be plentiful, but each is typi-
cally more concise and attracts lesser engagement. Conversely, the “Ethics” topic hosts 
fewer discussions, indicating a lower number of original tweets sparking conversation 
(deduced from Supplementary Table S2). However, the individual tweets within the 
“Ethics” topic receive substantially more interaction compared with those categorized 
under the “Concerns” topic.

Within-topic main discourse facets

In light of our findings related to the two critical topics—“Concerns” and “Ethics”—we 
proceeded to further investigate the distinctive discourse characteristics inherent within 
each topic. By examining the phrases extracted from tweets in each topic using an LDA 
model, we can more precisely determine the specific nature of the discussions within 
each topic. Figure 5 shows an aggregated list of selected dominant phrases, scored in 
descending order across all topics (the full list can be found in Supplementary Table S2).

Using the list of phrases, we can find which phrases have a higher affinity to each 
topic, each reflecting a different facet of the discourse within the topic. Since LDA mod-
eling learns the distribution of the main “topics” from the phrases in the corpus, all 
phrases are related to “all” topics, but with a different weight, and hence some phrases 

Figure 4.  Daily median engagement rate of tweets with negative sentiment across discourse 
topics. Data is smoothed using a 14-day simple moving average.
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received a very low weight (close to zero) with respect to some of the topics. Consequently, 
the weight assigned to each phrase conveys which discussion themes are more character-
istic of the topic, providing us with a drill-down view of each topic. For example, we can 
deduce that phrases such as “artificial intelligence tool” and “artificial intelligence chat-
bot” are not unique to any topic and do not contribute to the analysis since they received 
relatively high weights across all topics. Conversely, “spread fake news” and “generate 
fake citations” received a very high weight only with respect to a single topic, which 
enhances their importance to understanding the underlying discussions in that topic. 
Furthermore, from the weighting of phrases in Figure 5, we can learn about the differ-
ences in the focal discussion within the topics “Concerns” and “Ethics.” While some 
dominant phrases in the “Concerns” topic express the concerns of ChatGPT’s users, oth-
ers were assigned a higher importance within the “Ethics” topic. The “Concerns” topic 
was characterized by concerns of a more technical nature regarding generative AI, rais-
ing the concern of fake content generation (“generate fake citations”), banality (“exhibit 
like banality”), and the use of offensive language (“good bad ugly”). For example, tweets 
such as “Asked ChatGPT for a reference of some info it gave me. It made one up! .  .  . 
sounds legitimate, but doesn’t exist!!! .  .  . call that disturbing!” illustrate those concerns. 

Figure 5.  Selected phrases and their weight (i.e., score) across topics based on an LDA model 
induced from the tweets in each topic. Higher weight (darker color) indicates a higher affinity 
to the topic (i.e., a word is more informative within the topic discourse and more useful in 
describing the topic). Although the weight of words in some topics is very low (brighter color, 
zero-weight cells are not annotated), they can still occur in the tweets belonging to the topics 
but are less representative of the discourse.
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More existential concerns were also noticed in the discourse in the “Concerns” topic, 
based on tweets, such as “Will ChatGPT destroy human originality?! .  .  . Concerns that 
these AI models would flatten reality and homogenize human lives are understandable.” 
and “ChatGPT is threatening to upend how we draft everyday communications like 
emails and college essays. Could AI also replace humans in the democratic process, 
specifically through lobbying?” They sometimes encapsulate Twitter’s often sarcastic 
tone while expressing profound philosophical questions regarding the humanity of AI, 
for example, “This is scary. ChatGPT is now intelligent enough to match humans. It tries 
to come up with twenty wonderful things about [the city]; all it can say is that ‘it’s afford-
able.’” On the contrary, phrases relating to ethical decision-making and bias surfaced 
higher with respect to the “Ethics” topic, as in the phrase “left wing bias” from tweets 
such as “. .  . It was happy to tell me jokes about men but refused to tell me a joke about 
women. The left wing bias is baked right in.” This supports our claim for the fundamental 
conversational distinction between the two topics.

User groups within ChatGPT discourse

The user group distribution, as shown in Figure 6, highlights the differences in the pro-
files of dominant participants in the ChatGPT debate across various discourse topics. 
The “Concerns” topic is predominantly engaged by creative professionals (such as 
designers, artists, and content creators) and a diverse range of uncategorized users, 
including anonymous individuals and laypeople. In contrast, the “Ethics” topic sees sig-
nificant participation from media commentators and academics. This results in the dis-
course within the “Ethics” topic having fewer contributions from professionals using 
ChatGPT as a tool for enhancement and is characterized by a more scholarly tone, with 
frequent use of academic jargon to address ChatGPT’s ethical implications. For example, 
Twitter users with academic backgrounds mentioned the ethical dangers in ChatGPT’s 
development and its impact on scientific transparency and regulation, for example, “reg-
ulating AI is an OpenAI ploy to hold onto a market share with government force. Do we 

Figure 6.  Percentage of users in each predefined group category among the 250 Twitter users 
with the top-engaging tweets across the analyzed topics. Users were categorized manually to 
each group based on their Twitter profiles.
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really want .  .  . large language model to be as woke .  .  . as ChatGPT is?” and “. .  . 
Tools such as ChatGPT threaten transparent science.”

As expected, the discourse around ChatGPT’s functional capabilities in Topic 1 
(“Functionality”) was primarily generated by professionals (in both software-related and 
creative fields) and business promoters with advertising purposes, featuring ChatGPT as 
a tool to promote their businesses. In addition, the representation of business profiles in 
varying industries was prominent in Topic 3 (“AI in Various Industries”) and Topic 4 
(“Comparison and AI Advancements”) as their discussions focused on ChatGPT’s appli-
cations in the industry. Examples of users from each group can be found in Supplementary 
Table S4.

Mirroring AI ethics principles

We observed that the conversation within the “Ethics” topic mirrors known AI ethics 
(Kazim and Koshiyama, 2021). First, fairness, which requires avoiding bias and dis-
crimination, was inadvertently violated by ChatGPT in the initial phases following its 
launch, as was echoed in the discourse following biased, racist, or even sexist replies 
from ChatGPT (e.g., “.  .  . I find ChatGPT in its current state a promo tool for plagia-
rism. On top of that, it’s biased, racist, sexist .  .  . and mostly wrong in its replies and 
responses .  .  .”). Second, we observed the reflection of AI transparency, serving as a 
property eliminating the “black-box” behavior of AI systems to provide insights into 
their decision-making. However, due to the complexity of algorithms such as ChatGPT’s 
text generation, users often perceived this transparency as insufficient or entirely absent 
(e.g., “We spent years trying to make AI transparent and open so we could weed out 
biases –ChatGPT has woke bias as a ‘feature,’ not a bug .  .  .”). Finally, accountability, 
which is essential for responsible development under the ethical framework behind 
ChatGPT, was also partially observed in the ethical discourse (e.g., “.  .  . I think the dis-
tinction is accountability. I love ChatGPT but I’m terrified by the idea of putting it in 
charge .  .  . With bad human .  .  . when they mess up, you usually have some kind of clear 
legal recourse.”), particularly when OpenAI employed several moderation filters on its 
responses to protect against unethical answers (which were not endorsed by all its users, 
later jailbreaking ChatGPT to bypass its restrictions).

Discussion

Adoption of AI ethics discourse

Prior to ChatGPT’s introduction, Khan et al. (2022) conducted a systematic literature 
review on AI ethics, highlighting transparency, privacy, accountability, and fairness as 
the most frequently discussed principles. In Khan et al’s study, “AI ethics” involved a 
comprehensive review of academic literature to identify and quantify predominant 
themes. Our research, however, adopts a different perspective on AI ethics, employing 
a socio-cultural approach that we term “Ordinary AI ethics.” Rather than engaging with 
AI ethics through technical, abstract, or legal lenses, our study is informed by the 
anthropological concept of “Ordinary Ethics” (Lambek, 2010), which considers ethics 
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as the reflective processes individuals use to discern right from wrong. For this study, 
Twitter (X) served as the primary platform where individuals expressed their reflections 
on ChatGPT during its initial months of deployment. This approach uncovered the ordi-
nary ethics that shape users’ understanding of ChatGPT and the imaginaries underpin-
ning these ethical perceptions.

Our analysis of a substantial corpus reveals that discussions on Twitter regarding 
ChatGPT often mirror the academic AI ethics concepts that Khan et al. (2022) have illus-
trated. We observe how this initially academic discourse has become popularized. Many 
tweets on ethical topics originate from academics who initiate the discussion, and these 
tweets are subsequently disseminated by other Twitter users. Consequently, these core AI 
ethics concepts become highly trending topics on the platform and are widely discussed. 
To illustrate, the tweets we studied suggest a prevalent conceptualization of algorithms 
perpetuating societal inequalities and biases. In this context, examples of critiques such 
as the one in Table 1, where a user expresses concern over ChatGPT advising on how a 
female can enhance her femininity by suggesting stereotypical and biased methods (e.g., 
wearing makeup and maintaining physical appearance), are representative of the criti-
cisms of bias that Twitter users posed when using ChatGPT for the first time, presuming 
it might harbor biases similarly to many of its algorithmic predecessors.

By observing the multitude of tweets on ethics and the high level of engagement they 
received, our research demonstrates that this activist-oriented academic literature on AI 
ethics and its key concepts have significantly influenced users of “Algorithmic Imaginaries” 
as they interacted with or observed ChatGPT during its early deployment. In other words, 
if users’ interactions with algorithms are shaped by the imaginaries and folk theories they 
previously held about how algorithms function and how they should function (Bucher, 
2017), we see here that individuals apply the imaginaries they already possessed about AI 
in general when engaging with the new form of generative AI presented by ChatGPT. This 
is evidenced by the prevalence of discussions about well-known AI ethics concepts such as 
“accountability,” “privacy,” and “fairness.”

From master concepts to broadening the discussion on AI ethics

In another recent examination of AI ethics from a philosophical perspective, Tasioulas 
(2022) echoes the views of Khan et al. (2022), identifying the master concepts that have 
become the underlying imaginaries scholars consistently reference in the foundational 
AI ethics literature. Tasioulas critiques these discussions for their narrow focus on these 
specific subjects and foresees a shift in discourse as AI evolves. He predicts that while 
these master concepts will remain relevant, the discussion will broaden to explore new 
subjects related to human flourishing in the context of algorithms. This hypothesis is 
well-illustrated in our findings.

As we observed, the imaginaries people used when interacting with ChatGPT in its 
early months of deployment frequently drew on existing imaginaries seen in academic 
discussions on AI ethics, particularly these “master concepts” mentioned by Tasioulas 
(2022), which were already familiar and accessible to the academic figures pushing and 
disseminating these critiques. However, our findings indicate that this does not capture 
the full spectrum of users’ critiques of ChatGPT on Twitter (X). The “Ethics” topic was 
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not the sole critical topic identified in our corpus. The “Concerns” topic garnered almost 
double the number of tweets compared with the “Ethics” topic.

Our LDA analysis suggested that, while not mutually exclusive, the themes discussed 
under the “Concerns” topic were, on the whole, distinct from those discussed under the 
“Ethics” topic. The “ethics” topic closely mirrored concepts central to AI ethics litera-
ture. In contrast, the “concerns” topic expanded the terminology and themes beyond the 
well-known central themes of AI ethics, incorporating additional themes that, while 
mentioned in the literature on AI ethics, were not previously central. We argue that the 
algorithmic imaginaries we see in the “concerns” topic have surfaced specifically in 
response to ChatGPT’s advanced generative capabilities. While academic writing did 
address some of these topics, such as machine creativity (Epstein et  al., 2023) and 
machine intelligence (Collins, 2018), they are relatively emerging and sporadic with 
regard to the research communities that study them. The “Concerns” topic uniquely dis-
cussed issues related to ChatGPT’s generative capacities, such as generating fake news 
or citations and inciting hate, pointing to potential outcomes and societal impacts spe-
cific to generative AI technologies. Conversely, the “Ethics” topic focuses on a range of 
issues relevant not only to generative AI but also to any kind of algorithm. These include 
the risks associated with automation, crises related to human rights, and matters concern-
ing bias. In this context, while the term “fake” is present in our LDA analysis in both 
topics, within the “Ethics” topic, it is contextualized as “spreading fake news,” a critique 
that has long-standing roots in the discourse on AI ethics, illustrated by a rich body of 
literature on misinformation (Yu et  al., 2023). Conversely, in the “Concerns” topic, 
“fake” is associated with “generating fake citations”—in this critique, the center of grav-
ity is the algorithm’s generative capabilities.

Another compelling illustration of how the definition of AI ethics may broaden 
through the interaction of individuals with generative AI is epitomized by the discussion 
over the banality of generative AI. This is observed through the frequently predictable 
and tool-like responses of ChatGPT (Leaver and Srdarov, 2023). Such concerns regard-
ing the banality of ChatGPT could be perceived as an extension of pre-existing imaginar-
ies concerning machine intelligence, specifically, the hazards associated with perceiving 
machine outputs as “intelligent” or “creative” (Collins, 2018). With the introduction of 
ChatGPT, these kinds of imaginaries of AI have crystallized and gained unprecedented 
relevance, manifesting as tangible issues when, for instance, students depend on genera-
tive AI for educational purposes (Adeshola and Adepoju, 2023), or when it is employed 
in academic research (Epstein et al., 2023).

Returning to the observation of master “AI ethics” concepts appearing alongside what 
we might call more nuanced and emerging features of AI ethics, this pattern is also dem-
onstrated in our findings through the divergent ways in which our two critical topics—
the “Ethics” and the “Concerns” topics—manifest. In the “Ethics” topic, representing the 
master concepts of AI ethics, we see individual tweets, often by academic figures, receiv-
ing notably more interaction from other users than tweets in the “Concerns” topic. This 
suggests the presence of a community with an established language and common imagi-
naries, making discussions more expansive. In contrast, the “Concerns” topic features 
more abundant but typically more concise discussions that attract less engagement. This 
differentiation indicates a more bottom-up process where users draw on and experiment 
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with different algorithmic imaginaries—such as the idea of existential risk and robots 
taking over the world—that already exist in the public imagination. However, these 
imaginaries are still somewhat less coherent and central, leading to fewer reactions com-
pared with the well-established imaginaries in the “Ethics” topic.

Limitations and future directions

This study has several key limitations. First, it is focused on the discourse surrounding 
an emerging technology rather than the actual user experience with ChatGPT. We did not 
attempt to verify whether individuals discussing ChatGPT on Twitter (“X”) have used 
the technology themselves or to understand the contexts in which they used it. Future 
studies could address this by adopting methodologies similar to Bucher’s (2017) 
approach, such as administering questionnaires or conducting interviews with individu-
als who have posted about ChatGPT to gain more detailed insights into their experiences 
and how these relate to their online discussions.

Second, our analysis centered on the discourse and imaginaries surrounding a specific 
algorithm and we therefore did not examine the algorithm itself. As a result, we cannot 
determine whether the user reports reflect actual experiences or if they are replicable 
through engagement with ChatGPT. In addition, our study did not investigate ChatGPT’s 
behavior, which limits our ability to explore the potentially significant relational dynam-
ics between the algorithm and the critiques that emerged around it. Future research could 
aim to draw parallels or correlations between changes in ChatGPT’s behavior over time 
and the various trending backlashes and critiques. This approach could provide valuable 
insights into how public critique and mass interaction patterns influence algorithms, con-
sidering ChatGPT’s reliance on human feedback to some extent.

Another avenue for future research involves investigating how folk theories about 
algorithms, as exemplified in our “Concern” cluster, transition into topics of discussion 
within the academic community of algorithmic ethics. This could be achieved by track-
ing the emergence of folk theories on social media and examining how, when, and by 
whom similar themes become prominent in academic circles, both on social media and 
in academic publications.

Finally, this study is focused on the discourse in English on Twitter (“X”), which is 
one of many social networks where individuals discuss and share their experiences with 
generative AI. Future research could expand the analysis to include discourse in other 
languages and on other social platforms, such as Facebook and LinkedIn. This broader 
approach could provide a more comprehensive understanding and reveal different per-
spectives and cultural nuances that were not captured in our study.

Conclusion

The rise of generative AI, exemplified by ChatGPT, has shifted abstract debates to tangi-
ble discussions regarding the ethical implications of such technologies. Drawing from 
critical algorithm studies, which emphasize the “algorithmic imaginary”—the way indi-
viduals conceptualize and interact with algorithms (Bucher, 2017)—our research ana-
lyzed user discourse on ChatGPT during its early deployment months. As the user base 
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of ChatGPT expanded and ethical discussions intensified, we analyzed sentiments 
expressed in tweets about the AI, focusing on the primary ethical concerns voiced during 
its initial phase.

This study drew on a socio-cultural perspective on ethics, suggesting a focus on what 
we term “Ordinary AI ethics.” Instead of approaching AI ethics as technical, abstract, or 
legal debates, this study draws on the anthropological idea of “Ordinary Ethics” (Lambek, 
2010), viewing ethics as the reflective processes of actual people as they consider what 
is right or wrong. For this work, Twitter (“X”) was the main site in which people articu-
lated their reflections on ChatGPT in its first months of deployment. This approach 
revealed the ordinary ethics that inform users’ understanding of ChatGPT and the imagi-
naries on which these ethical understandings are based.

In the context of Twitter discourse surrounding OpenAI’s ChatGPT, our study uncov-
ered a notable interplay between established AI ethics dialogues and emerging apprehen-
sions about the model’s generative capabilities. A comprehensive analysis of Twitter 
content revealed two main discussion topics: “Ethics” and “Concerns.” The “Ethics” 
topic encompassed academic dialogues on AI principles, covering transparency, privacy, 
accountability, and fairness. In contrast, the “Concerns” topic presented a novel critical 
perspective, under which discussions centered on ChatGPT’s unique generative features, 
including its potential to produce inaccurate information or references, possibilities for 
misuse, and more profound philosophical reflections on the model’s role within societal 
frameworks. This divergence suggests that as AI technologies evolve, the public is 
simultaneously referencing and adopting popular AI ethics imaginaries while branching 
into nuanced critiques tailored to the intricacies of contemporary technological 
advancements.
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Notes

1.	 Definitions of Twitter’s account activity metrics (Tweet activity dashboard) are available at 
https://help.twitter.com/en/managing-your-account/using-the-tweet-activity-dashboard

2.	 Available at https://huggingface.co/finiteautomata/bertweet-base-sentiment-analysis
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