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ABSTRACT

Privacy in Online Social Networks (OSNs) is a dynamic con-
cept, contingent on changes in technology and usage norms.
Social influence is a major avenue for adopting online be-
haviors in general and privacy practices in particular. In this
study, we examine how the source of influence affects the
perceived behavioral intention to adopt privacy behavior. Our
findings are based on a randomized experiment (167 U.S.-
based Amazon Mechanical Turk workers) using a custom
Facebook application that collects feedback from participants
regarding their intention to adopt privacy practices from dif-
ferent types of sources, including authoritative organizations
and friends with varying tie strength correlative. Our results
show that the source of social influence affects the suscep-
tibility to adopt certain privacy behaviors and that there are
different patterns of influence for security and privacy norms.
More interestingly, susceptibility is modulated by the privacy
perceptions of the user: users with high perceived behavioral
control are more susceptible to peer influence. Additionally,
we show that the intention to adopt privacy practices is corre-
lated with the intention to further influence other people.
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INTRODUCTION

As the reach of online social networks (OSNs) expands, so do
people’s privacy concerns. Recent surveys have shown that
Americans’ privacy concerns regarding social networks have
increased in recent years [37]. Several studies have shown
that users often regret posting information on social media
due to privacy harm [51] and that managing privacy in OSNs
is often a difficult task for users due to the complicated mental
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model of privacy settings [38]. However, in recent years, we
have witnessed the dynamic nature of the norms surround-
ing social networking privacy usage. Several studies point
to a gradual and ongoing awareness of privacy among users,
with Facebook users becoming more active in managing their
accounts, pruning friends and updating their privacy settings
[36], and becoming increasingly less likely to share their pro-
file elements in public [48, 19]. These phenomena point to
the potential of changing norms to incite change and raise
awareness regarding privacy.

Recent works suggest that social influence is a promising ap-
proach to inciting normative change. Studies have shown that
a wide set of behaviors are contingent upon social influence in
social networks, including the spread of obesity [14], quitting
smoking [15], adoption of online entertainment products [3],
reduction of household energy consumption [44], and sensi-
tivity to Facebook’s security features [17]. Presenting social
clues, such as showing the number of friends who adopted a
feature, has been shown to increase the adoption rates of secu-
rity features on Facebook [18] and the awareness of informed
privacy consent [7].

There are several indicators that demonstrate how social net-
work users exchange and share information about privacy.
Lewis et al. [35] show that having a roommate with a pri-
vate profile is a strong predictor for having a private profile.
Also, information about privacy is exchanged through the so-
cial network itself [34], and user interfaces that inform users
about their friends’ privacy choices [41]. While we can see
many examples of privacy information exchange in action,
such as the viral posts displayed in Figure 1 and shared 1,801
times, it is still unclear how the influence is carried, and what
is the effect of different channels of influence. Existing theo-
ries and methodologies could fall short in understanding so-
cial influence of privacy behavior. Privacy is a normatively
charged subject, with people’s attitudes towards privacy in
online social networks varying between unconcerned to fun-
damentalists [29, 13]. Unlike the case of security, in which
the threat is external (expressed in most cases by the alien-
ating term ‘“hackers”), for privacy, the adversarial model is
more complex and depends, among other variables, on the
user’s approach to personal information.

It is unclear whether social influence can serve as an effec-
tive tool to drive the adoption of privacy practices. It might
be the case that privacy may be similar to political behavior,
which does not obey straightforward diffusion patterns but is
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Social Fixer shared a link.
July 29

A guick Menday morning PRIVACY TIP: By limiting who can
see your friends list, you can prevent hackers from
impersonating you and sending friend requests to your
friends. This scam is becoming more widespread, and it
can trick your friends ... See More

Prevent Facebook Identify Theft Hide
Your Friends List!
socialfixer.com

Have you ever gotten a friend request from
someone you knew was already your friend?
After you accept, they try to chat with you,
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Like - Comment - Share

Figure 1. An example of an actual viral post that contains a privacy tip:
a suggestion to hide the user’s friends list.

dependent on how users’ attitudes affect adoption patterns [8,
43]. The source of social influence can be significant as well
because of prevalent mistrust regarding the role of privacy in
social networking platforms [22, 13] and may be less sus-
ceptible to influence that originates from the social network
operator. As a result, users might resist and distrust nudg-
ing mechanisms that aim to push users towards more privacy-
oriented behavior (e.g., [50]).

Therefore, we ask to understand the effect of sources of influ-
ence and users’ own attitudes on susceptibility to adopt pri-
vacy behavior. We base our model on the Theory of Planned
Behavior (TPB) [2], a well-established framework for users’
decision-making in the context of persuasion in social net-
works [9, 16]. We conduct an experiment in which we mea-
sured users’ intention to adopt and to share privacy practices
while we manipulate the sender (strong-tie social relations,
weak-tie social relations and authoritative entities) and the
content of the message (security versus privacy). We correlate
the behavioral intention with user’s privacy concerns and per-
ceived privacy control to understand the interaction between
users’ privacy attitudes and the manipulations. 167 American
Amazon Mechanical Turk workers had participated at the ex-
periment.

Our results contain three main findings. First, perceived pri-
vacy control mediates between the sender category and the
behavioral intention. Second, users intend to adopt privacy
practices when the privacy concern is high or PBC is high.
Finally, users who intend to adopt privacy behaviors are more
likely to promote the behavior by intending to share the prac-
tice with their social network. These results are useful in un-
derstanding how social network users learn from each other
and from organizations regarding privacy practices, as well as
the role social network has in constructing privacy behavior.
Furthermore, our work can facilitate designing systems that
aim to induce changes in users’ norms, such as systems that
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can dynamically allocate the right sender, and designing the
right post to influence a user’s behavior.

BACKGROUND AND RESEARCH MODEL

The background to this work relies on three theoretical fields:
influence in social networks, privacy in social networks, and
planned behavior. We finalize this section by presenting our
research model and hypotheses.

Social Influence

Researchers from psychology, sociology, and economics
study how peers can influence behaviors, norms, and prefer-
ences in social networks. Christakis and Fowler observed that
health behaviors are contentious in offline social networks, in-
cluding life-threatening behaviors, such as obesity [14], and
life-saving behaviors, such as quitting smoking [15]. Similar
dynamics have also been reported for peer-based recommen-
dation networks in electronic commerce [40] and for adopting
products through online social networks [3].

Campaigns based on normative messages with social proofs
have been shown to incite behavioral changes, such as re-
ducing household energy consumption [44], influencing re-
tirement saving behavior [28], increasing sensitivity to Face-
book’s security features [17], increasing the adoption rates of
security features on Facebook [18], and increasing the aware-
ness of informed privacy consent [7]. We observe that there is
similarity in the influence between health behaviors and pri-
vacy behavior. For example, many agencies promote cyber
security “hygiene”, emphasizing how human behavior can
improve individual and group cyber security and privacy [42].

Social Network Privacy

Privacy in OSNs is an inherently contested issue [1], and
users exhibit varying attitudes towards the importance of pri-
vacy. We know that similar contested issues, such as politi-
cal views, do not obey contagion patterns on social networks
due to their polarizing nature [8, 43, 10]. Additionally, it is
unclear how users will react to future promotions by organi-
zations, which are now widespread in social media through
Facebook “Pages” (on Facebook) or organizational accounts
on Twitter and LinkedIn.

We follow the distinction made by Dourish and Anderson
[21] and others between privacy and security in people’s col-
lective practices. In the context of social networks, security
relates to the way people’s systems and information are vul-
nerable to external attacks from outside the system. Privacy,
on the other hand, relates primarily to the way people might
lose control over their information to other peers of the sys-
tem (i.e., other users) or to the system itself (e.g., Facebook).
The discourse around security practices revolves around se-
curing the user’s account from hackers [52], while the dis-
course around privacy practices revolves around the way indi-
viduals might lose control over their information, losing their
confidently and autonomy when other people gain access to
confidential information or the network operators use infor-
mation for advertising or other unsolicited ways [27, 48].

The distinction between security and privacy may have im-
plications to the collective practices that surround them and
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to the way to promote certain practices. Unlike security, in
which the adversary is external to the system, in privacy,
there is an inherent conflict between the user and the sys-
tem [21, 38]. Because many individuals mistrust the way
social networking platforms approach privacy [22, 13], hav-
ing those organizations take part in influencing users may
cause a boomerang effect, pushing users away from privacy-
awareness. Therefore, we cannot assume that privacy is com-
parable with less disputed issues, such as security or even
power consumption. This observation raises several question
regarding strategies to promote privacy and to impact the way
collective privacy behaviours can be influenced. It might be
the case that existing social influence models, such as [26, 3,
18] should be altered to address privacy behaviors.

Social Influence and Intentions

The channel of social influence refers to the medium through
which influence is communicated or transmitted. Granovetter
suggests that in social networks, “most of the influence is car-
ried through strong ties” [26], and strong ties are instrumental
for influencing both online and real-world behavior [10, 4].
Aral and Walker [3] showed that susceptibility to influence
determines how people adopt and promote certain behaviors
and that social relations with stronger ties and with a larger
number of mutual friends are significantly more influential.
However, due to the contested nature of privacy, it is unclear
whether these theories can be extended to privacy.

To investigate privacy social influence, we ask regarding the
effect of the influence channel (the sender of an influential
message) on the susceptibility of users to adopting a privacy
practice and how the behavior is likely to continue to spread
through the network. To measure the impact of influence,
we rely on the Theory of Planned Behavior (TPB) [2], which
is the most proximal determinant of behavior. According to
the theory, intention is influenced by three constructs: atti-
tudes, i.e., an individual’s positive or negative evaluation of
performing a behavior, subjective norms, i.e., an individual’s
perceived social pressure to perform the behavior, and per-
ceived behavioral control, i.e., an individual’s perception of
control over performing the behavior. According to Azjen,
given two individuals with the same level of intention to en-
gage in a behavior, the one with more confidence in his or
her abilities is more likely to succeed than the one who has
doubts.

The Theory of Planned Behavior (TBP) has been used as
a prediction model of various behaviors related to trustwor-
thiness and privacy in Internet purchasing behavior [24] and
OSN usage characteristics [9, 16]. A meta-analysis showed
that, on average, the model accounted for 39 percent and 27
percent of the variance in intention and behavior, respectively

[5].

Hypotheses

This study examines the social influence of different privacy
influence channels by applying an extended TPB model to
adoption of privacy behaviors in OSNs. The behavior in ques-
tion is adopting the privacy behavior suggested by a sender.
We hypothesize that personal senders are more influential in
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promoting privacy behaviors than authoritative senders (hy-
pothesis 1) and that strong ties are more influential than weak
ties (hypothesis 2). Based on the varying personal abilities in
managing privacy, processing the information, and carrying
out an advise, we predict that higher Perceived Behavioral
Control (PBC), which reflects the self-efficacy of using pri-
vacy settings [38], will be associated with different behavioral
intentions to adopt privacy behavior from different channels
(hypothesis 3). Finally, we hypothesize that higher behavioral
intention is positively associated with a higher willingness to
promote privacy behavior (hypothesis 4).

METHOD

Study Design

The study was based on an experimental design, as can be
seen in Figure 2, manipulating the sender category (between
subjects) and the content of messages (within subjects). The
end-result is a split-plot design in which participants were
placed within one sender category group for the whole du-
ration of the experiment, with repeated measures for 6 ran-
domized messages.

Message Assignment

L] L] L] fo] [o] [] ]
L] L] L] L] fo] [] ]
L] L] L] fo] fo] [] ]

Figure 2. The design of the experiment, including assignment of partic-
ipants to groups (between subjects) and assignment of messages to each
participant (within subject).

Strong Tie  —|

Group

Assignment Weak Tie

Organizations |

The study was based on a simulation of influential messages
from the participants’ actual Facebook social network rela-
tions, to maintain the validity of the intention measurement.
We developed a custom Facebook application to analyze the
participants’ Facebook networks in real time, differentiated
between strong tie and weak tie contacts, and simulated an
influencing message from real Facebook contacts. The study
apparatus contained a displayed message from a simulated
sender and a questionnaire. The message questionnaire, in
which each participant was asked to refer to the simulated
sender and message, was presented below the post (see Ap-
pendix A.l1). Participants repeated this questionnaire six
times for six randomized messages out of a pool of , each
trial with different content according to the sender group that
was randomly assigned to them. At the end of the exper-
iment, participants responded to an exit questionnaire (see
Appendix A.2). The study received the approval of the in-
stitutional ethics committee.

Independent Variables

The influence channel was defined through the sender cate-
gory, which represents the type of entity that sends the in-
formation to the user. The three conditions included at the
experiments were authoritative organizations, strong tie con-
tacts, and weak tie contacts. We selected authoritative orga-
nizations that are often involved in the discourse of privacy,
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including Facebook itself, media organizations, the govern-
ment, and non-profit organizations. The full list of authorita-
tive senders is described in Table 1. We refer to these types
of senders as the “organization” category.

Table 1. A list of authoritative senders in the organization category

Type Sender

Facebook Facebook Tips Page, Facebook and
Privacy Page

Media CNN Page, NBC Page

Government USA.gov, OnGuardOnline.gov

Nonprofit Family Online Safety Institute,
iKeepSafe Coalition, Insafe

We correlate tie strength based on two predictive measures:
intimacy and intensity. Based on the work of Gilbert and
Karahalios [25], we calculate the estimated tie strength based
on the communications between the participant and people
from her social network. It is important to emphesize that our
value is not correlated fully with tie strength, but it was found
to be a strong predictor to it in the context of communication
and interaction on Facebook [25]. Definition describes the
prediction of tie strength between a given user (i) and a given
Facebook friend (j), summing three parameters: number of
messages between the user and the friend (Iy; ,); number of
likes by the friend regarding the user’s posts (L ; ,,); number
of the friend’s comments on the user’s posts (Cy; o).

Definition 1. Predicted tie strength measure between user
¢ and j
(Lpiu + Lu,p:)
max; (Ifj,u + Iu7fj)

Lfi,u

TS
max; (Ifj 7u)

:WI

,J

Each parameter is normalized by the maximal user’s Face-
book friend value. It can be ranked between different con-
tacts, which belong to the same user; the higher the tie
strength, the closer friend the contact is. A contact is classi-
fied as a strong-tie under two conditions: the strength measure
is higher than zero and the measure is at the top 15% of rank-
ing friends. The weights W;, Wr, and W were determined
using the regression reported by Gilbert and Karahalios [25].

The content of the message was chosen to include a vari-
ety of messages that reflect actual privacy advice propagated
through Facebook. Overall there were 8 privacy messages
and 3 security messages, which were randomized for each
post. The content was taken from two popular Facebook
pages that guide users in the management of privacy and secu-
rity: “Facebook and Privacy”I (2,600,000 likes) and “Social
Fixer”? (330,000 likes). The full list of messages is displayed

'A" Facebook group  operated
that promotes privacy and
https://www.facebook.com/fbprivacy

2An independent Facebook group that dispenses information
and tools to help users manage their privacy and security
https://www.facebook.com/socialfixer/

by  Facebook inc.
security information:
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in Appendix A3, but to illustrate the messages, the following
is an example of one of the messages from the Facebook and
Privacy page:

“Control your audience. Whenever you share some-
thing on Facebook, you can choose who sees it. You’ll
find our audience selector tool when you share status
updates, photos, videos and other stuff. Just click the
tool and select the audience with which you want to
share.”

The content included several aspect of privacy management.
Following the definitions by Dourish and Anderson [21], we
aimed for the majority of messages to address privacy, rather
than security. The majority of messages were aimed to help
users controlling private information from other social net-
work users in various levels of closeness, directly by sharing
the information or indirectly through mechanisms such as ad-
vertising. We focused mainly on these activities because we
know that they are the most pressing to social network users
[47]. Also, these are the activities in which there is an ongo-
ing increase in recent years, point most commonly used [48].
We also included a small number of posts that help users se-
cure themselves against external attacks, to test whether the
content had an impact on the answers.

Planned Behavior Variables

Following Francis et al. [23], behavioral intention was eval-
uated using three questions: expectation to follow, desire to
follow, and intention to follow (questions 2, 3, and 6 in Ap-
pendix A.1). All items were scored using a 5-point Likert
scale. We also asked two questions about the willingness to
share or like the post with the participant’s social network
(questions 5 and 7 in Appendix A.l; e.g., “T am willing to
share the suggested advice with my friends”). Furthermore,
we asked participants about their willingness to share and
“like” the post, two actions that result in possible exposure
of the post to their social network.

The users’ attitudes were chosen to reflect privacy access
concerns, based on Stutzman’s questionnaire [46], measuring
different aspects of concern using a 9-item validated ques-
tionnaire by that measures OSN access concerns (e.g., “T am
OK with friends accessing my Facebook timeline” and “I am
concerned with the consequences of sharing identity infor-
mation”). Subjective norm was measured using two items
(questions 23c and 23d in Appendix A.2; e.g., “My friends
on Facebook don’t care about their online privacy”). The per-
ceived behavioral control (PBC) is based on a measure by
Madejski et al. [38] for self-efficacy of using privacy settings
(questions 23a and 23b in Appendix A.2; e.g., “I know how
to change the privacy setting on my Facebook account”). Due
to low scale reliability, only the highest loading item reflect-
ing the self-efficacy component of PBC was used to measure
PBC (question 23b).

Control Variables

To control for personal attitudes of participants, we have mea-
sured several attitudinal variables. For each post, we mea-
sured the trust Other measures included an item that mea-
sured the trust users have toward the sender (i.e., “I do not
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Table 2. Participants demographics divided by between-subject study
condition

Property - Conqitions —

Strong tie Weak tie Organizations

Participants 52 45 70

Mean posts (s.e) 140.52 (11.43) 144.33 (13.74) 163.37 (10.14)

Age 18-24 23 (45%) 10 (22%) 23 (33%)

Age 25-34 21 (40%) 23 (51%) 28 (40%)

Age 35+ 8 (15%) 12 (27%) 19 (27%)

Females 31 (60%) 33 (73%) 44 (63%)

Males 21 (40%) 12 (27%) 26 (37%)

trust the person or entity that published the post.”). Also, we
had measured the perceived ability to act upon the advice (i.e.,
“I do not know how to implement the advice suggested using
Facebook’s setting.”)

To control for participants’ actual privacy behaviors, each
participant’s privacy agility was measured, which measures
how often the participant switches between different audi-
ences in consecutive posts, reflecting the privacy practice and
awareness of the participant. Privacy agility was calculated
as the entropy of privacy decisions according to Equation 2,
where (P,,) is the categories of the audience of post i (public,
friends-of-friends, friends, custom, only-me). X; is set to 1 if
the user shared audience in post i-1 is different from that in
post i; otherwise, it is set to 0.

Definition 2. Privacy agility calculated for user u

2iep, (@) + 1)

agility,, = log ( Pyl

Also, we have analyzed the number of friends for each par-
ticipant, which was not normalized, and the number of posts.
Finally, at the exit questionnaire, participants indicated their
age, gender, education, years of Facebook usage, average
daily time spent on Facebook, number of published posts,
friends interacted with on Facebook, and reasons for using
Facebook. As age, gender, education, number of friends, and
number of posts were all found to affect privacy behavior [31,
20], we have added those variables to the analysis.

Participants

We recruited participants via Amazon Mechanical Turk
(MTurk), a crowdsourcing tool that is commonly used in
OSN and in privacy research (e.g., [51, 49]). American
MTurk workers, who were the population of our study, have
similar amount of personal information online as the general
American population, and have higher levels of awareness of
privacy threats than the general population [30]. The partici-
pants were required to be at least 18 years old and were Amer-
ican Facebook users, to control for language and regulatory
framework. The participants were exposed to the fact that the
study’s objective is about privacy and social influence. The
minimal sample size for each condition was set to 42, using
a power analysis, in which we designed for an ANOVA anal-
ysis with 3 groups, medium effect size (0.25), significance
levels of 0.05, and power of 0.7.

We had removed several participants that did not have enough
friends for analysis of tie strength, there were more partici-
pants in the organization condition than in the other condi-
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tions (as can be seen in Table 2). Furthermore, some of the
participants left the experiment at the beginning; the percent-
age leaving the tie strength condition was 20% and organiza-
tion condition was 10%. Therefore, we conducted a Kruskal
Wallis non-parametric test of independent samples showing
that there is no significant effect of sender categories on the
privacy concern, PBC, privacy access concern, and number
of posts, i.e. the difference of participants leaving between
tie strength and organization did not affect the control vari-
ables. At the end, we had 167 participants, 108 females and
59 male.

Preprocessing and Data Analysis

The first step of the preprocessing stage was to clean the data
in iteration level. First, to counter learning and fatigue effect,
the first and last trails were removed from the dataset [32].
Second, to ensure participant seriousness, we have checked if
the distances between different behavioral intention variables
are higher than three, and if so, the record was removed. The
checkup was according the intention group’s questions: ex-
ception to follow, desire to follow, and intention to follow.
The purpose of this check was to ensure that participants
read and understood the questions beneath the post. After
the cleanup stage, we had 167 valid participants out of the
original 172.

We calculated Cronbach’s Alpha for the privacy access con-
cern questionnaire and therefore we divided the questionnaire
into two parts according to the alpha measures: 0.78 and 0.68,
respectively. Thus, we continued with the average value that
has higherinternal consistency. Additionally, the Cronbach’s
Alpha of the behavioral intention variables is 0.92, exhibiting
very high internal consistency.

Because each respondent provided data on several messages,
we used Linear Mixed Effects (LME) regression to account
for the unbalanced selection of messages (even though they
were randomized), to control for repeated measures origi-
nating from the content of promotional messages [6]. LME
allows us to control the dependence between observations,
where the null hypothesis contains the nave independent vari-
able, which are the demographics. The model hypothesis
contains the other independent variable. P-values were ob-
tained by likelihood ratio tests of the full model hypothesis
against the null hypothesis. For each model, we have cal-
culated the variance explained (The R? value) for both the
marginal and conditional effects, representing variance ex-
plained by fixed factors and with variance explained by both
fixed and random factors, respectively [39].

RESULTS

In the following sub-sections, we explain the results, starting
with descriptive statistics, effects of the independent variables
on behavioral intentions and promotion.

Descriptive analysis

Figure 3 shows the number of the participants in each privacy
access concerns value. It can be seen that only 7% of the
participants have privacy access concerns higher than four. It
means that most of participants still allow some access to their
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Facebook data. Figure 4 displays the frequency of PBC. Only
30% of participants have full behavioral control. The privacy
agility is presented in Figure 6. The mean value for agility is
0.21 and the standard deviation is 0.28. 52% of participants
using only one audience when sharing the post. This means
that most of the participants use the default privacy option,
when sharing a post. We had asked the participants to review
their trust to the sender of each of the posts. The frequency
of their responses is displayed in Figure 5. The average trust
is 3.8, with high variance of 1.26. The average trust for a
person is about 10% higher than the trust for an organiza-
tion (Wilcoxon rank sum test, p < 0.05). However, there
is no statistically significant difference between weak-tie and
strong-tie connections.

Effects on Behavioral Intentions

A hierarchical multiple linear mixed effect analysis was con-
ducted to predict intention to adopt privacy behavior (Table
3). In step 1, we modeled demographic variables that include
age, gender, education, average number of weekly posts,
and number of friends. This model significantly accounted
for 13 percent of the variance in intention (AIC=1619.6,
BIC=1713.8, DF=512, p<0.01). At step 2, the TPB variables,
attitude (access concerns), subjective norm, and PBC, signifi-
cantly increased the proportion of variance to about 24% per-
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cent (AIC=1615, BIC=1743.4, DF=503, p<0.01, p<0.01).
The final model provides a good fit for data, accounting for
28 percent of the fixed effects variance and, of the signif-
icant predictors, the content of the message, the condition,
trust, agility and the interaction between PBC and the condi-
tion (AIC=1569.5, BIC=1736.4, DF=494, p<0.01). The final
model without the demographics fits the data with marginal
R? of 0.17 and a conditional R? of 0.59 (AIC=2461.4,
BIC=2545.9, DF=494, p<0.01).

Overall, the behavioral intention for both weak and strong
ties was significantly higher than organizations (coefficient
of —1.17,t = —2.1,p < 0.02). Surprisingly, the behav-
ioral intention for strong ties was lower than of weak ties
(coefficient of —1.61,¢ = —2.9,p < 0.03). The condition
for strong tie is not displayed in table 3, because it is the
first condition and is absorbed in the intercept. PBC me-
diates the effect of the sender category on behavioral inten-
tions. As visualized in Figure 7, participants with low PCB
are affected more by persons than organizations (Wilcoxon
rank sum, z? = 744.5,p < 0.05). When PBC is low, users
tend to be influenced by their contacts. When PBC is higher,
the effect of all influence channels is similar. To understand
this result, we may look at trust, which has a very strong
positive effect on behavioral intention (coefficient of 0.24,
t = 2.192,p < 0.02). As Figure 8 shows, participants with
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Table 3. LME fixed effects coefficients and significance of the behavioral intention. The strong tie category is inside the intercept; thereby, it does not
appear as an independent fixed effect coefficient. Significant p-value codes: . p < 0.1; * p < 0.05; ** p < 0.01; *** p < 0.001.

Step 1 Step 2 Step 3

Property - - -
Estimate ‘ Std. Error || Estimate ‘ Std. Error || Estimate ‘ Std. Error

(Intercept) 3.05%** (0.46) 0.55 (0.15) 0.10 0.67)
Age 25-34 0.34* 0.17) 0.24 0.17) 0.28. (0.15)
Age 35+ 0.38. (0.20) 0.23 (0.18) 0.31. (0.19)
Gender: male -0.5] % (0.15) -0.42%* 0.14) -0.42% (0.13)
Education: no high school 0.55 (0.61) 0.32 (0.54) 0.34 0.22)
Education: high school 0.60* (0.25) 0.41. 0.22) -1.05 (0.78)
Education: professorial degree -0.16 (0.76) -0.30 (0.67) -0.37 (0.65)
Education: undergraduate degree 0.17 (0.17) 0.23 (0.15) 0.24 (0.14)
Education: graduate degree -1.81%* (0.85) -1.23 (0.86) -1.17 (0.76)
Income 0.05 (0.04) 0.07 (0.04) 0.04 (0.04)
Number of posts 0.0008 (0.001) 0.0008 (0.001) 0 0)
Number of friends 0.0006* (0.0002) 0.0006* | (0.0002) 0 (0.14)
PBC -0.0057 0.057 0.15. (0.09)
Subjective norm 0.11 0.1) 0.04 (0.06)
Attitudes: strong ties 0.30. (0.18) 0.30 (0.18)
Attitudes: weak ties 0.36. 0.18 0.39* (0.19)
Attitudes: family -0.30%* 0.14) -0.31%* (0.14)
Attitudes: strangers -0.05. (0.09) -0.07 (0.09)
Attitudes: colleagues -0.18 0.13) -0.19 (0.13)
Attitudes: sharing -0.11. (0.06) -0.08 (0.07)
Attitudes: identity 0.19%* (0.08) 0.17 (0.08)
Agility 0.15% (0.06) 0.14* (0.06)
Trust 0.227%3%:* 0.03) 0.23 %% (0.03)
Condition: organization -1.17% (0.54)
Condition: strong ties -1.61%* (0.54)
PBC * organization 0.29* (0.13)
PBC * strong ties 0.43* (0.14)
Marginal R? 0.130 0.260 0.281
Conditional R? 0.45 0.47 0.493

low PCB were less trustful of organizations then users with
high PBC. The actual privacy behavior of participants can
also serve as a predictor for their behavioral intention. Partic-
ipants with high privacy agility had a higher change to adopt
the behavior (coefficient of 0.14, t = 2.241, p < 0.05).

able to protect privacy against unsolicited access from weak
tie connections and strangers.

We model the impact of different organization types through
LME analysis, producing a model with an R? of 0.274 (x"2=
91.802 p<0.001). When the PBC is high, there is a similarity

PBC has a positive effect, but only in an interaction with
the sender category. Users who felt that they have the ca-
pabilities of carrying out privacy decisions were more apt to
adopt new privacy behaviors. On the other hand, subjective
norm was not a significant predictor for behavioral intention.
The effect of attitudes was mixed. Higher concerns for ac-
cess by weak ties connections have a significant positive ef-
fect on behavioral intentions (coefficient of 0.18, t=2.814,
p=0.005) while concerns regarding family (coefficient of -
0.35, t=-2.38, p<0.01) and colleagues (coefficient of -0.32,
t=-2.328, p<0.02) have a negative effect. A possible expla-
nation is that content of most of the messages was more suit-
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between Facebook and all organizations. However, when the
PBC is equal to or lower than the median (three), users are
less likely to adopt a behavior suggested by Facebook than
by other oranizations.

Promotion of Privacy Behavior

We measure behavioral promotion according to a partici-
pant’s self-reported willingness to share or like a post, i.e.,
behaviors that expose a post to a user’s social network.
LME analysis was used to analyze the relationship between
the intention to share or like and the behavioral intention.
The marginal R? for liking intention is 0.307 (x2=220.76,
p<0.001) and for sharing intention is 0.321 (x?= 222.45,
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condition_name

7777777777 strong_tie

weak_tie

formal

Mean of Behavior Intention

1 2 3 4
Perceived Behavioral Control (PCB)

Figure 7. Behavioral intentions according to sender categories and PBC

p<0.01). Figure 9 provides a visual depiction of the lin-
ear regression of liking and sharing, demonstrating similar-
ities in the way the two promotional behaviors are related
to behavioral intention. There is also a positive correlation
between the relevancy of a post, i.e., privacy behavioral in-
tention (r=0.72; p;0.0001), like (r=0.59; p;0.0001) and share
(r=0.54; p;0.0001). Because we did not control behavioral
intentions, these results are correlative in nature rather than
pointing to causality.

(4]
1

1N

type
—&— Like

—*— Share

Agreement level (like or share)

5

2 3 L
Privacy behavioral Intention

Figure 9. Correlation between mean of participant’s willingness to
’Like’ vs. Behavioral Intention

DISCUSSION

The present study examined the application of an extended
TPB to measure the susceptibility to social influence of pri-
vacy behaviors. The finding provide support for hypothesis
1, people are more influential than organizations. However,
hypothesis 2 was not supported, as weak ties were more influ-
ential than strong ties. The way ties were calculated may have
led to a smaller number of possible contacts, with whom the
participant may not address as a good source for privacy. In-
terestingly, people are more influenced by other people when
their ability to manage privacy is low (hypotheses 3). Because
privacy is related to people’s trust of authority and large orga-
nizations, such as Facebook [29], those with lower privacy ef-
ficacy might be less trustful of these organizations and hence
less willing to accept their influence. This notion is further
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condition_name

strong_tie

weak_tie

formal

Mean of Behavior Intention

1 2 3 4
Perceived Behavioral Control (PCB)

Figure 8. Trust intentions according to sender categories and PBC

strengthened by the positive correlation between trust and be-
havioral intention.

Our findings demonstrate the contexts in which social net-
work users learn from their friends about privacy practices.
Extending existing works [35], we can see that privacy access
concerns and PBC have positive effects on the participants’
willingness to adopt privacy behaviors. We also see that pri-
vacy agility has a positive effect on susceptibility to privacy
influence. Because privacy agility is an observed rather than
self-reported variable, representing the rate of changes in pri-
vacy settings, the result can be used to identify susceptible
users automatically. This may mean that participants who are
more active in managing their privacy settings can be more
open to receiving knowledge regarding privacy practices.

Individuals with higher behavioral intention have higher will-
ingness to promote the behavior, supporting hypothesis 5.
These results strengthen previous results by Das et al. [17] but
contextualize them in the field of privacy. This result allows
us to estimate the proportion of users that will adopt a privacy
behavior before promoting it. This finding connects two the-
ories: behavior adoption and information diffusion models.
This means that by measuring the promotion of a behavior,
we may be able to measure the adoption of the behavior. Of
course, our findings are based on a self-reported question-
naire regarding behavioral intention and are therefore limited
in predicting actual behavior.

We see some demographic differences that impact the suscep-
tibility to influence. Young adults (aged 25-34) were more
susceptible than other groups, and men were less susceptible
than women. The last result add another dimension to previ-
ous works, by Lewis et al. [35] and boyd and Hargittai [11],
which show that women are more attuned to privacy in online
social networks. Surprisingly, educated participants were less
susceptible to privacy influence.

Our results demonstrate that the contingency of privacy be-
havior is dependent upon people’s attitudes. Therefore, the-
ories that explain behavioral and knowledge diffusion [3, 18,
12, 43] may not be applicable to privacy behaviors. Our find-
ings demonstrate that privacy requires different strategies of
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approaching users rather than one monolithic one. Another
theoretical contribution is to the field of social influence itself.
To the best of our knowledge, this is the first paper that com-
pares social influence by organizations versus social influence
by people. In contemporary social networks, organizations
(e.g., Facebook Pages or corporate Twitter accounts) live side
by side with humans, creating a completely new landscape
for social interaction and social influence. Our results show
that patterns of trust and self-efficacy are the determinants in
differentiation people make between organizations and peo-
ple. It is important to put an emphasis, at this point, about
the special context of privacy. It might be the case that in
less contested fields, we would not see differences between
organizations and people.

Our findings have several implications to privacy design and
practice. Social network designers and operators can use
these results to better design tools to influence users’ privacy.
One immediate conclusion is that multiple channels of in-
fluence are needed to address different types of populations,
each with its own patterns of efficacy and trust. For exam-
ple, it may be advisable to share some information formally,
and some of it through viral distribution. At the same time,
the ability of sophisticated influence tool creators raise some
alarm. The fact that it is possible to effectively change peo-
ple’s behavior through personalized influance channel may
raise concerns among many users. We argue that individu-
als can use the findings of this study to be more aware of the
way they may be manipulated, and to take into account this
new knowledge when being exposed to viral or authoritative
communication.

The findings of this paper raise the question of how norms de-
velop in response to the architecture of the system. Lessig’s
framework of cycberspace regulation points to an interaction
between the architecture of the social network and the norms
that govern the way people use the architecture (the [33]. Our
findings show how both the system operators and the people
using the systems can incite normative change, but behavioral
change can be faster and more powerful if users are convinced
to influence each other. To incite changes in the norms, sys-
tems can dynamically find the right path needed to influence
user behavior, deciding, for example, whether to directly send
normative messages. While the study was carried out in the
domain of privacy, our methodology can be extended to other
domains. For example, a company that wants to influence
people to purchase a certain product may use our methodol-
ogy to understand the appropriate communication channel to
contact the potential buyer more effectively, i.e., directly or
through other members of their social network.

Limitations and Future Work

In our study, potential participants were requested to autho-
rize a Facebook application to participate at the study. There-
fore, there might be some self-selection process, in which par-
ticipants were notified about the invasive data collection pro-
cess but chose to participate in the study nevertheless. In the
paper, we rely on the experimental arrangement to counter
the selection biased, measuring similar levels of PBC in all
the conditions, and controlling for PBC and privacy sensitiv-
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ity in the regression. We also compared the Facebook privacy
settings of the study population with data surveyed from the
general population by Pew [36], and found similar distribu-
tions of usage of different privacy options.

The experiment is based on asking participants for their reac-
tions on hypothetical posts in hypothetical social context (but
with real Facebook friends). While behavioral intention ques-
tionnaires were found to be correlative with actual behaviors
[45], we do not know of a validation of this relation in OSNs
privacy scenarios. An interesting followup work could be to
confirm and understand this relation. To partially compensate
for the gap between manifested intentions and behavior, it is
important to note that our questionnaire included questions
about liking and sharing the post, two relatively straightfor-
ward actions, which were highly correlated with the behav-
ioral intentions.

CONCLUSIONS

Through an experimental approach, we showed the potential
and unique properties of social influence on privacy behav-
ior. Social influence can drive privacy awareness and behav-
ior and can urge users to adopt privacy features and share
them with others. We started the work by asking whether the
source of the influence, organizations versus people and peo-
ple with varying levels of tie strength. Our results indicate
that content matters: influence of privacy messages is inher-
ently different than that of security messages. Users are more
susceptible to security messages and there is less variance in
the intentions to adopt them. Second, the channel of influ-
ence matters too. The relationship between the susceptibil-
ity to privacy influence and the identity of a sender depends
on the user’s approach to privacy and the ability of the user
to carry out the privacy strategy. Indeed, when users have
low ability to carry out the privacy behavior, they would rely
more on their contacts, while less concerned users will adopt
the advice of authoritative organizations. This phenomenon is
unique to privacy and points to its divisive properties, which
we could not find in messages that promote security.

Altogether, our results suggest that there is a substantial and
often overlooked process that helps drive privacy related be-
havior change, and that in order to maximally raise awareness
to privacy, we should think carefully about several strategies,
adapting to the privacy approach of potential users. In addi-
tion, we believe our work provides a strong foundation for
much needed further exploration into the social dimensions
of privacy behavior.
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APPENDIX

A1. Message Questionnaire
The following questionnaire was attached to each of the posts pre-
sented to the participant. Unless indicated otherwise, all items used

this scale:
Strongly [ Disagree | Undecided] Agree Strongly
disagree agree
I 2 3 4 5
1. I do not trust the person or entity that published the post.
2. I think that the advice is relevant to me.
3. I expect to follow the suggested advice.
4. I do not know how to implement the advice suggested using

O N W

Facebook’s setting.

. I am willing to press the Like button on the presented post.

1 do not want to follow the suggested advice.

. I am willing to share the suggested advice with my friends.
. Tintend to follow the suggested advice.
. How many of your friends might find this advice relevant? (0,

1-5, 6-10, 11-20, 21-50, 51-100, Over 100)

A2. Exit Questionnaire

The following questionnaire was presented to the participants at the
end of the study. The scales were the same as in the message ques-
tionnaire.

Demographics

10.

11.
12.

13.

14.

15.

What is your gender? (Male, female, other — prefer not to an-
swer)

What is your age? (Input field)

What is the highest level of education you have completed?
(Less than High School, High School, Some college, College
Degree, Master’s Degree, Doctoral Degree, Professorial De-
gree)

What is your current relationaship status? (Single, In a Rela-
tionship, Engaged, Married, It’s Complicated, In opened Rela-
tionship, Widowed, Separated, Divorced)

What is your total household income in a year? (Less
than $25,000, $25,000-$34,999, $35,000-$49,999, $50,000-
$74,999, $75,000-$99,999, $100,000-$124,999, $125,000-
$150,000, $150,000 and more

What is your country?

Control questions

16
17.

18.

19.

20.

21.

22.

23.

. Since which year are you active on Facebook? (Input field)

How many hours do you spend on your Facebook account on
a typical day? (Input field)

How many posts do you publish on a typical week? (Input
field)

How many friends do you chat on Facebook on a typical week?
(Input field)

Approximately how many friends do you have on Facebook?
(Input field)

Why do you use Facebook? Check all that apply for the respec-
tive groups: friends, friends of friends, network members, and
strangers. (Keeping in touch with people, Finding informa-
tion about people, Finding information on people’s daily lives,
Communication, Other)

Please indicate all online social networks that you regularly
use. (Twitter, MySpace, LinkedIn, Google+, Instagram, Other)

Please indicate below your agreement level for each statement.
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a) I know how to change the privacy setting on my Facebook
account

e b) Facebook has the privacy controls I want

24.

¢) I care about my online privacy

d) My friends on Facebook do not care about their online pri-
vacy

e) I saw at least one post or message on Facebook about privacy
setting

Please indicate below your agreement level for each statement.

e a) I am OK with friends accessing my Facebook timeline.
e b) I am OK with family members accessing my Facebook time-

line.

¢) I am OK with colleagues accessing my Facebook timeline.
e) I am OK with my superiors accessing my Facebook timeline.
f) I am OK with strangers accessing my Facebook timeline.

g) It is important to me to protect my identity information.

h) I am concerned with the consequences of sharing identity
information.

i) I am likely to share my identity information online in the
future.

1) I believe my identity information is well-protected online.

A3. Posts
Posts taken from the page “Social Fixer”:

1.

limiting who can see your friends list, you can prevent hackers
from impersonating you and sending fake friend requests to
your friends. This scam is becoming more widespread, and
it can trick your friendsinto chatting with someone who they
think is you and potentially giving away personal information
or being subject to spam. I recommend that everyone change
their friend list privacy to something less than the default of
”Public”.

. Clicking "Like” may expose you more than you realize... In

this great article byLifehacker, they show how Facebook uses
your Likes and interactions to promote things to your friends
using YOUR name, and how friends may be seeing things
youLike that you didn’t even realize. So, just think before you
Like.

Posts taken from the page “Facebook and Privacy”:

3.

Earlier this year, Facebook launched a new feature, Graph
Search to help you find more of the people, places and things
you’re looking for and discover new connections based on
what others have shared withyou on Facebook. So, if you want
to share and still retain your privacy, then you can always re-
view stuff that you’ve shared on Facebook, change the audi-
ence (e.g. public, friend and only me) for your own content
and ask others to remove photos or other posts that you tag in.

. Make Lists for Your Friends. In 2011, Facebook created im-

proved friend lists so that you can customize your settings for
different groups of friends. To help you get started, Facebook
have already set up three lists for you: Close Friends: Add your
best friends to this list to see more of them in your News Feed
and get notified each time they post (can be turn off). Acquain-
tances: People on your acquaintances list will rarely show up
in your News Feed. You can also choose to exclude these peo-
ple when you post something, by choosing Friends except Ac-
quaintances in the audience selector. Restricted: This list is for
people youve added as a friend but just dont want to share with,
like your boss. When you add someone to your restricted list,
they will only be able to see your Public content or posts of
yours that you tag them in. Go to your Friends list from your
Timeline and you can see which of your friends is on which
list. You can also create new customized lists.



Session: Leave Me Alone: Privacy & Notifications

5. Remotely log out of your account. You can log out of any Face-

book session that you may have left active on another computer
or device. If you forget to log out of Facebook and leave the
computer, you can log out of the site remotely. But remember
that its always safer to log out of Facebook after using Face-
book on a public or shared device. From Account choose Gen-
eral Account Settings, then Security Settings. Here, you can
view your active sessions and choose to get notified via SMS
or e-mail if a new computer or mobile device logs into your
account.

. Limiting Who Can Send You Friend Requests. Have you ever
received a friend request from someone you didn’t know or
didnt want to accept? While Facebook’s mission is to give
people the power to share and makethe world more open and
connected, we also want you to be in control of how you con-
nect with people. To do this, just click the lock icon near the
top of your screen, and then click "Who can contact me.” If
you haven’t changed this setting before, you’ll see that anyone
can send you friend requests, but you can switch it to “friends
of friends.”
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7.

11.

Change your Audience after you Share.If you create and share
a post or photo with one audience, and later would like to
change that audience, you can do so by following these in-
structions. Use the Audience Selector to change who can see
the stuff that you share on your timeline. Remember, if you
share content on someone else’s timeline or in a group, the
owner of that space controls the audience for that post.

. Control your audience.Whenever you share something on

Facebook, you can choose who sees it. You’ll find our au-
dience selector tool when you share status updates, photos,
videos and other stuff. Just click the tool and select the au-
dience with which you want to share.

. Privacy Controls for Stories You Share. When you’re posting

a status update on Facebook, you’ll find an audience selector
tool near the Post button. This tool lets you choose who can
see what you’re posting, including on your Timeline, in News
Feed, and in search results. Remember, when you post to an-
other person’s timeline, that person controls what audience can
view the post. Additionally, anyone who gets tagged in a post
may see it, along with their friends.

. Safety Brush Up! Here are a few tips on how to stay safe on

Facebook:1. You should never share your Facebook password
with anyone.2. Additionally, think before you post.3. Adjust
your privacy settings and review them on an ongoing basis.4.
Only accept friend requests from people you know personally,
and don’t be afraid to report things that look suspicious.

How do I control what people can find about me? The best
way to control what people can find about you is to choose the
audience for each of your Facebook posts. 1. Share each post
with the people you want to be able to see it. You control this
every time you post. 2. Use Activity Log to review individual
things youve already shared. Here you can delete things you
may not want to appear on Facebook anymore, untag photos
and change the privacy of past posts. 3. Ask friends and others
to remove anything they may have shared about you that you
dont want on the site. You can do this by reaching out to the
person directly, or using the reporting feature, also available in
Activity Log.
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