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Abstract Privacy by design (PbD) is a policy measure that guides software developers to
apply inherent solutions to achieve better privacy protection. For PbD to be a viable option, it
is important to understand developers’ perceptions, interpretation and practices as to informa-
tional privacy (or data protection). To this end, we conducted in-depth interviews with 27
developers from different domains, who practice software design. Grounded analysis of the
data revealed an interplay between several different forces affecting the way in which
developers handle privacy concerns. Borrowing the schema of Social Cognitive Theory
(SCT), we classified and analyzed the cognitive, organizational and behavioral factors that
play a role in developers’ privacy decision making. Our findings indicate that developers use
the vocabulary of data security to approach privacy challenges, and that this vocabulary limits
their perceptions of privacy mainly to third-party threats coming from outside of the organi-
zation; that organizational privacy climate is a powerful means for organizations to guide
developers toward particular practices of privacy; and that software architectural patterns frame
privacy solutions that are used throughout the development process, possibly explaining
developers’ preference of policy-based solutions to architectural solutions. Further, we show,
through the use of the SCT schema for framing the findings of this study, how a theoretical
model of the factors that influence developers’ privacy practices can be conceptualized and
used as a guide for future research toward effective implementation of PbD.
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1 Introduction

Privacy is a dynamic concept, contingent upon changing social norms and technology. Privacy
concerns, namely the access to individually identifiable personal information (Smith et al. 2011),
are triggered in an ever-expanding landscape with new applications and architectures, such as
online social networks, big data analytics, and location-based services. Recent legal research
identified the shortcomings of current legal instruments (Ohm 2010; Tene and Polonetsky 2013)
and their limited effect in shaping users’ privacy experience online (Birnhack and Elkin-Koren
2011). Accordingly, legal authorities suggested an approach called privacy by design (PbD), an
initiative that expands privacy solutions from the legal and social realms to the technological
realm (van Lieshout et al. 2011). PbD calls for embedding privacy into the design of technol-
ogies at early stages of the development process and throughout the lifecycle of their develop-
ment. PbD principles ask, for example, to design systems with minimal data collection processes
and proper notice and consent interactions. Long advocated by computer scientists and regula-
tors (Langheinrich 2001), PbD has recently attracted policy makers’ attention both in the U.S.
(FTC 2012) and in the EU’s proposed General Data Protection Regulation (GDPR 2012).
However, despite the apparent simplicity of the idea of PbD, a major challenge for its successful
deployment is translating the general abstract notion and the meaning of informational privacy
(or, in its European term, data protection) into concrete guidelines for software developers
(Birhack et al. 2014; Giirses et al. 2011; van Rest et al. 2014).

Since PbD wishes to introduce privacy considerations into the technological design, it
delegates responsibility over privacy to those in charge of the design, namely software devel-
opers who design information technologies (hereafter called developers); thus, their perceptions
and point of view are essential when implementing PbD. PbD is contingent on the extent to
which developers impact the privacy outcome of a system. As software systems are developed
within a particular technological framework, in a particular technological culture, developers
play an important role in determining how issues such as trust and security are handled by the
system (Mathew and Cheshire 2017). Accordingly, to successfully deploy PbD projects, we
need to understand how developers think of privacy, perceive it, and eventually design it.

Privacy perceptions and concerns among software users have been widely studied
(Ackerman et al. 1999; Fienberg 2006; Gross and Acquisti 2005; Madejski et al. 2011;
Resnick and Montania 2003). User-centric research led to well-used models that portray users’
privacy decision making (Ackerman et al. 1999; Dinev and Hart 2006; Awad and Krishnan
2006; Gross and Acquisti 2005). However, less attention has been given thus far to the context
and the process in which privacy is built into (or missing from) software — or specifically
information — systems, and the role developers play in the privacy engineered into the system.
Several studies investigated the perceptions toward surveillance by Webmasters (Shaw 2003)
and IT administrators (Székely 2013). Recent studies focused on specific segments of tech-
nology developers, mostly mobile application developers (Balebako et al. 2014; Jain and
Lindqvist 2014, Van Der Sype and Maalej 2014), acknowledging the influence of the
developers on data processing and their potential contribution to the protection of user privacy
by taking privacy-friendly decisions in the early development stages (Van Der Sype and
Maalej 2014). However, it is still unclear how privacy plays into the system design process,
in which requirements are understood and an appropriate solution for meeting the requirements
is designed, which in this case determines how it collects and manages personal data.
Specifically, our understanding — and the understanding of policy makers who advocate
PbD — is quite limited with respect to the way developers understand and attend to
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informational privacy. While several recent studies have tackled the topic of privacy require-
ments, especially in the context of mobile applications, acknowledging that traditional require-
ments elicitation methods do not provide effective means for representing and analyzing
privacy requirements in the frequently changing contexts of application usage (Omoronyia
et al. 2013; Thomas et al. 2014), the software engineering community still lacks “systematic
studies to find out what privacy requirements are and how these requirements should be
addressed by developers” (Sheth et al. 2014).

The objective of this research is to fill this gap in understanding how developers interpret
privacy. Our main research question is: What are the perceptions of privacy among developers
involved in the design of software systems? More specifically, we examined two sub-ques-
tions: First, how do developers interpret the concept of privacy in their daily work and working
environment, in light of the privacy concept as explained by the regulators? Second, given that
developers typically work within organizations, and are evidently influenced by them, how are
the organizational characteristics and procedures translated into the developers’ privacy
decisions? While others, notably Bamberger and Mulligan (2010), studied how the public’s
demand for privacy affects organizations, we draw attention to the developers themselves, and
query their perceptions of privacy, so to assess the viability of PbD.

As this topic is a relatively new area of research, offering no rigor models and theories, we
chose a qualitative, interpretive approach (Walsham 2006), using in-depth interviews with
developers as a means to study their privacy perceptions and practices, and their interpretations
of their work environment in this context. We conducted interviews with 27 software devel-
opers who practice software design in various domains, and analyzed the data according to the
principles of the grounded theory methodology (Strauss and Corbin 1994, 1998). The findings
shed a new light onto developers’ privacy perceptions, interpretations and practices when
designing new technologies and the interplay between the different forces affecting and
affected by their privacy decision making. These findings indicate, among other things, that
developers hold a partial understanding of privacy, mostly limited to security concerns, prefer
policy-based solutions to architectural solutions, and are highly influenced by organizational
privacy climate — a powerful force guiding developers toward particular practices of privacy.
The latter finding points to existing obstacles for applying PbD, but at the same time suggests
potential avenues to improve privacy practices. Based on the research findings and the
classification of the data according to the schema of Social Cognitive Theory (SCT)
(Bandura 1986), we propose a conceptualization of the factors that influence, and are
influenced by developers’ privacy practices, which can be used as a guide for future research
toward effective implementation of PbD.

The paper is organized as follows: The next section reviews related literature. Next, we
present the research method and findings. We then discuss the findings, framed and analyzed
via the schema of SCT, and propose potentially beneficial future strategies. Finally, we list and
discuss the limitations and implications of our research, and conclude with some thoughts
about the prospects of PbD.

2 Related Research
This section presents the background for contextualizing the current research. It starts by
explaining the notion of privacy from the point of view of the regulators, which could be

viewed as the desired situation, namely the requirements for privacy in software-based
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information technologies. Next, engineering approaches for privacy, designed for translating
the legal regulations to engineering terminology and practices are presented. Finally, research
on privacy perceptions and practices in the software industry is reviewed, as a basis for
reflecting on the existing situation, and for positioning the current research.

2.1 Fair Information Practice Principles for Privacy

Over the years, various legal systems converged around a rough set of principles, known as
Fair Information Practice (or sometimes Privacy) Principles (FIPPs), which attempt to translate
the rather abstract concept of privacy into more concrete and workable guidelines. (As an
example of their articulation, see Gellman (2013).) FIPPs originated in the United States, in a
governmental report following Watergate, which is known as the Ware Report (US Dept. of
Health 1973). While these principles are not binding or obligating, they are considered as the
common grounds between different approaches to informational privacy, namely the U.S. and
European approaches (Birnhack et al. 2014).

Although there are some variations, as a general matter, FIPPs require that data subjects are
notified about the collection of their personal data (notice), that they are given the option to
agree to the collection and processing (consent, sometimes called choice), that data controllers,
i.e., the party that collects the data and processes it, is subject to a series of duties as to the data:
that only the minimal data needed for the legitimate purpose of the business or the technology
is collected and processed (data minimization), and that the data is not used for other,
incompatible purposes, to which the subject has not consented (purpose specification). The
data controller is also under the duty of secrecy as to the data, namely, not to hand over the data
to unauthorized parties (confidentiality), and is required to prevent malicious third parties from
obtaining the data (data security). The data subject has correlative rights, as well as a right to
access the data held by the controller about her (access) and if the data is inaccurate, to require
that it is rectified (rectification).

FIPPs serve us as a theoretical basis for the legal and social requirements for privacy in
software-based information technology. In the current research, when examining developers’
perceptions of privacy, we compare these perceptions to the core FIPPs. In the results section
below, we elaborate on each of the FIPPs and discuss related findings.

2.2 Engineering Approaches to Privacy

Spiekermann and Cranor (2009) reviewed engineering approaches toward implementing
privacy in a wide variety of software-based information technologies. Several authors
proposed design frameworks meant to assist designers in addressing privacy during
the development process. These include, for example, a privacy risk model as an
approach to the design of privacy-sensitive ubiquitous computing systems (Lahlou
et al. 2005), models for incorporating privacy in the early stages of requirements
engineering and system design (Kalloniatis et al. 2008; Giirses et al. 2011), and an
analysis of privacy risks and privacy-preserving technologies associated with person-
alization systems (Toch et al. 2012). In recent years, we have witnessed the first steps
of a process in which privacy principles and patterns that originated in academia have been
introduced into development practices. For example, in “The Privacy Engineer’s Manifesto”,
published in 2014, the authors offer comprehensive guidance through technologies and archi-
tectures to design privacy (Dennedy et al. 2014).
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Several recent studies demonstrate the growing importance of privacy in software engi-
neering literature, highlighting the privacy challenges in various software engineering pro-
cesses, such as software testing (Grechanik et al. 2010), bug reporting (Castro et al. 2008), and
sharing information about software defects (Peters and Menzies 2012; Peters et al. 2013).
Grechanik et al. (2010) define the following main problem in software testing, which is also
typical to other processes: realistic data is needed in testing information systems and often
contains sensitive information, whereas existing methods for faking or anonymizing data
reduce test coverage. Several research works propose ways to anonymize testing data by
selectively changing data records according to the tested program properties (Grechanik et al.
2010; Taneja et al. 2011). For example, implementations of the k-Anonymity method, which
aims to make the data of an individual indistinguishable from other k-1 individuals, have been
proposed for software testing (Budi et al. 2011; Lucia et al. 2012). While these research works
focus on addressing privacy concerns during the processes of development and maintenance of
software, it is important to examine how the developed software will function and manage
private data after its deployment, throughout its usage lifecycle.

Empirical evidence of the actual impact of privacy technologies implemented in software
systems is mostly evaluated by looking at end users (Ackerman et al. 1999; Fienberg 2006;
Gross and Acquisti 2005; Madejski et al. 2011; Resnick and Montania 2003; Smith et al.
2011). Several studies measured the privacy risks and decision-making in domains such as
electronic commerce (Dinev and Hart 2006), and online social networks (Ayalon and Toch
2013; Stutzman et al. 2013). These studies reveal that, in practice, developers are willing to
tradeoft the level of privacy offered to end users in order to achieve better usability of the
system. In many types of systems, once built, privacy-related requirements impose additional
burdens on the end users, such as limiting the ability of the system to offer personalized
features through detailed user modeling (Awad and Krishnan 2006). As in many other cases of
value-sensitive design, implementing values such as privacy requires a thorough analysis of
complex tradeoffs (Friedman et al. 2006).

Privacy design frameworks and technologies serve as potential bridges between software
designers and policy makers. However, to the best of our knowledge, it is still unclear how
effective these design frameworks are, and what are the possible limitations for their utilization
in everyday engineering practices. Evidence shows that in several important domains,
such as the adoption of P3P (Platform for Privacy Preferences Protocol), privacy-
oriented design solutions gained only modest success (Reay et al. 2009). Indeed, there
are very few cases of successful implementation of PbD. The exception seems to be
cases in which the government applied PbD to its own systems, or worked closely with
regulated industries, such as the Ontario Lottery and Gaming Corporation, which implemented
facial recognition technology with the assistance of the Ontario Privacy Commissioner
(Cavoukian 2009, 2011; Cavoukian et al. 2014).

Several critics have described PbD as vague, with regard to the way it could be applied in
engineering scenarios (Giirses et al. 2011; van Rest et al. 2014). Rubinstein and Good (2013)
pointed out the inherent tension between privacy and business models based on surveillance
and personalization. Another tension is described by Birnhack et al. (2014) pointing to the
tension between the privacy mindset of data-intense software systems and the technological
mindset of privacy legislation and regulation. Analyzing the way in which privacy and data-
utilization thinking is embedded in today’s design processes is important for understanding
how privacy can be effectively implemented by engineering practices. Developing PbD
frameworks that do not take the current organizational processes into account might result in
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practices that would not be adopted by engineers. From the technological point of view, it is
necessary to understand how privacy considerations fit into software design decisions, in order
to innovate and design privacy-preserving solutions.

2.3 Software Developers and Privacy

As the awareness about the need to consider privacy in software design increases, research has
recently emerged on the perceptions and interpretations of software development professionals
regarding privacy. An investigation of attitudes of Webmasters toward privacy in Web services
revealed that social influence from others in the organization explains a significant part of the
former’s moral attitude toward privacy (Shaw 2003). This influence increases with the sense of
belonging, common identity and shared values with the organization. Another investigation,
focusing on the attitudes of IT system administrators toward surveillance, portrays a complex
picture in which most IT administrators do not object to Internet usage surveillance, such as
monitoring Internet browsing, although they do object to the use of surveillance for specific
objectives such as employee assessment (Székely 2013). Culnan and Williams (2009) dem-
onstrated, through a series of case studies, how an infrastructure of moral responsibility is
essential for helping IT companies to successfully handle privacy breach of trust. They
emphasize that security and privacy are two distinct concepts and that securing the stored
personal information is not enough to ensure users’ privacy.

Sheth et al. (2014) investigated developers’ perceptions of privacy, comparing them to
those of users. They found that developers perceive data anonymization to be more effective
for reducing privacy concerns than privacy laws and policies. They also found significant
differences between the beliefs of users and developers. For example, developers are more
willing than users to accept less privacy for added or intelligent system functionality. These
differences may suggest that the users’ privacy preferences are not reflected in the developed
systems.

In the context of mobile applications, factors such as the size of the development company
and its revenue model were found to impact its organizational privacy and security practices,
including usages of security protocols (i.e., SSL), and the existence of privacy policy and a
chief privacy officer (CPO) (Balebako et al. 2014). Programmers can be nudged into using
privacy-preserving choices by highlighting the privacy benefits of an application-
programming interface (Jain and Lindqvist 2014).

In an article exploring how privacy law views technology and how technology views
privacy, Birnhack et al. (2014) found deep, ideological differences between the law’s techno-
logical mindset and technology’s privacy mindset. More specifically, they revealed that
canonic literature regarding data analytics in IT systems handling private data proposes uses
of data in ways which are not always compatible with privacy principles. It seems that PbD is
doomed to fail unless some means to bridge the gap between the law and the technology
mindsets are introduced (Birnhack et al. 2014).

In this research, we seek to learn more about privacy-related perceptions and behaviors of
developers and their interrelations with the developers’ work environment, but with some
considerable differences compared to the literature detailed above. First, we focus on devel-
opers who serve as software architects, namely the people making the high-level design
decisions in large-scale systems in different domains in which private data is dealt, including
telecommunications, healthcare, and other enterprise software systems. By turning to this
population, we aim to investigate the mindset of the people responsible for technologies’
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design, namely those whom the regulators expect to consider and mitigate privacy risks within
this design. Second, we take an exploratory approach, as no theory is currently available, as far
as we know, for conceptualizing privacy perceptions and practices of developers and their
interrelations with their work environment. Such theory would not only assist in explaining the
gap between the privacy requirements and the privacy perceptions and interpretations of
developers found in the above reviewed and the current research works, but could also point
to means for bridging this gap.

3 Research Method

The main objective of this study is to identify privacy perceptions and interpretations of
developers with regard to informational privacy. We took a qualitative research approach,
which has advantages when aiming to explore and understand complex socio-technical
processes (Myers 1997) and has been found to contribute to software engineering and
information systems research (e.g., Seaman 1999; Lacity and Janson 1994; Chan 2000). As
the research in this field is in its initial stage, a grounded approach has the potential of
identifying and understanding phenomena related to developers’ perceptions and interpretation
of privacy in their full complexity, including factors that may play a role in forming, and be
formed by, these perceptions and interpretations, and influence privacy-related practices. We
followed the principles of grounded theory methodology (Strauss and Corbin 1998),
iterating between data and literature throughout the data collection and analysis
processes, constantly assessing and interpreting theoretical constructs against the iteratively
elicited and analyzed data.

3.1 Sample Context and Selection of Participants

Participant sampling was performed according to the theoretical sampling principles (Strauss
and Corbin 1990). To be eligible to participate in the study, a participant had to be a software
developer, practicing software design and/or architecture.! In order to reflect variations within
our data, we aimed to achieve a diverse sample of participants, with different levels of
experience and from different domains. In order to meet these criteria, the main tool for
participants’ recruitment was LinkedIn, where users publish detailed proficiency information
and participate in interest groups. Several additional participants were recruited directly by the
researchers based on professional acquaintance.

Participants were characterized according to their domain and experience. The classification
to domains was done according to the organization or the environment in which they work, as
well as their previous experience and expertise. Participants from three main domains were
included in our sample: seven participants from the telecom domain (communication via
electronic transmission of impulses, cable, telephone, radio, television, or internet); eleven
participants from general enterprise systems (CRM/ERP/Integration platforms); and three
participants from the healthcare domain (health information systems). In addition, we had
six participants, each from a different domain: shipping, defense, retail, mobile applications,
insurance, and an IT research organization, developing privacy enhancing technologies. The

! High-level design of the software system, with emphasis on the system’s structure and the non-functional
requirements it needs to meet.
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professional experience of the participants varied from four to 30 years of experience, with the
average of 12 years. Detailed information about each of the participants is presented in
Appendix Table 4.

3.2 Data Collection

The main tool of data collection was semi-structured interviews. We decided to use interviews
rather than surveys, despite the inevitable result of a lower number of participants, as we were
interested in in-depth exploration of developers’ perceptions and interpretations of privacy and
related concepts, and interviews are considered a key way of accessing the interpretations of
informants in the field (Walsham 2006). This exploration would not have been possible to
conduct and navigate using a closed set of survey questions with no interaction with the
participants. This was also the reason for preferring semi- over fully-structured interviews.
This structure enabled the scrutiny of interesting answers provided by the interviewee, without
being limited to a pre-defined script of a question set. Our preference of interviews over
observation stemmed from the following reasons: While field observations have the
advantage of direct access to developers’ actual behavior, conducting such observa-
tions was not practical — privacy issues are usually not dealt with on a daily basis in most
domains, and access to direct observations by researchers from outside the companies is highly
restricted. Finally, merely observing developers’ behavior does not provide access to devel-
opers’ cognitive processes and perceptions.

Following Myers and Newman (2007), the interviews included situating the interviewer
within the context of the interview, reducing social dissonance and building trust by introduc-
ing the interviewer and the research topic and describing procedures for ensuring anonymity
and security of data, eliciting background about the participant, mirroring the verbal posture
and the vocabulary of the participant, and allowing for flexibility in the interview to follow
directions the participant found interesting. The interview questions focused on privacy
definitions, awareness to privacy concerns, familiarity with privacy laws, practices that revolve
around privacy, and the work environment of the participants, namely the organization in the
which they operate. The research group, which includes researchers from the disciplines of
software engineering, information systems and law, composed the question set. Following
pilot interviews with five developers, the initial question set was refined and improved to its
final version (see interview guide in Appendix 2).

Only the data elicited with the final version of the question set were included in the analysis.
The interviews were conducted by the second author between March 2013 and February
2014 iterating between data elicitation and analysis, directing the next interviews
(Strauss and Corbin 1990). More specifically, the early (pilot) interviews directed us
toward a complete set of questions, whereas the later interviews directed our attention
and sensitivity to recurring phenomena, and emphases and examples used in the non-
structured parts of the interviews. Some of the interviews were conducted using Skype
(video conversations) and others were conducted in face-to-face meetings. The inter-
viewees were encouraged to answer freely and with as many examples as possible
(where relevant). In addition, an unstructured conversation took place, usually at the
end of the interview. This enabled the participants to express themselves freely,
indicating additional examples, knowledge, opinions and perceptions, beyond the ones
discussed in the context of the questions. The interviews were recorded and later
transcribed by the interviewer.
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3.3 Data Analysis

The principles of the grounded theory methodology were used for data analysis (Strauss and
Corbin 1994) in conjunction with interpretive research principles (Walsham 2006).
“[Interpretive methods of research start from the position that our knowledge of reality,
including the domain of human action, is a social construction by human actors. Our theories
concerning reality are ways of making sense of the world, and shared meanings are a form of
intersubjectivity rather than objectivity” (Walsham 2006). This corresponds with our aim to
unveil the meaning and sense-making of privacy and related concepts as interpreted by
developers. Grounded theory offers a possible analysis method for interpretive research to
learn from the data itself (Walsham 2006), and was chosen in this research due to its systematic
guidance for analyzing people’s perceptions and actions while considering the full complexity
of the social context (Strauss and Corbin 1998).

When using the grounded theory approach, consideration of literature is allowed for
guiding data analysis (Suddaby 2006). In order to examine developers’ perceptions of privacy,
we analyzed them in light of existing data protection principles, namely the set of FIPPs
(Gellman 2013). This enabled us to capture strengths and gaps in developers’ perceptions as
viewed through the lens of the legal concept of informational privacy (or data protection).
Similarly, we used the taxonomy by Spiekermann and Cranor (2009) to categorize privacy
engineering solutions reported by participants. These were suited to analyze the applicability
of PbD, which expects system developers to embed legal privacy protective measures into the
technological design. The rest of the data analysis was done based on concept analysis,
according to the inductive analysis approach in which categories emerge from the data and
are validated and refined throughout the analysis process (Strauss and Corbin 1990, 1994).

The purpose of inductive analysis is to identify recurring themes, which serve as the basis
for the categories, and to define their properties and dimensions, in our case, developers’
privacy perceptions, interpretations and practices. The data-analysis procedure included open,
axial, and finally selective coding (Strauss and Corbin 1994, 1998) to determine the categories
regarding the tension between developers’ perceptions and interpretations of privacy and the
law. The open coding was conducted iteratively with the continuation of data collection, and
included exploration for recurring themes. The axial coding was conducted after the comple-
tion of the data collection, iterating between new patterns identified in the axial coding and
revisiting the open coding, as well as consultation with literature, finally leading to categories,
subcategories and the relations between them. Finally, after identifying a central code (Strauss
and Corbin 1998), namely, the interplay between developers’ perceptions of privacy, charac-
teristics of their work environment, and their actual practice, we selectively re-coded the data
focusing on the schema of SCT and on the theory of organizational climate. This approach of
integrating an existing theoretical construct with the principles of grounded theory methodol-
ogy has been applied and accepted in similar areas of research (e.g., Berente and Yoo 2012).

4 Findings

4.1 Conceptualization of the Findings

The findings of the research included aspects related to the cognitive processes of the
participants, namely their perceptions and interpretations of the concept of privacy, the
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characteristics of the organization in which they work, and their actual practices, with apparent
interplays between these different aspects. Social cognitive theory (SCT) proposes a structure
of bidirectional causation relationships between: cognitive and other personal factors, envi-
ronmental influences, and behavior (Bandura 1986). The influences of the different sources do
not have to be of equal strengths nor are they expected to occur simultaneously: “It takes time
for a causal factor to exert its influence and to activate reciprocal influences. Because of the
bidirecitonality of influence, people are both products and producers of their environment.”
(Wood and Banduar 1989, p. 362).

In the process of analyzing and making sense of the data, we borrowed this schema,
abstracting and adapting it for the purpose of this research. In cognitive and personal factors
(P) reside the findings related to developers’ perceptions of privacy and their interpretation of
this concept. In the external environment (E) reside the findings related to the work environ-
ment of the developers, namely the organization in which they operate, with its privacy-related
characteristics. Specifically, we identified organizational climate as a central force representing
the influence of the environment on developers’ cognitive factors and behavior related to
privacy. This allocation of organizational climate to the category of external environment in
SCT has been proposed before; for example, in the context of knowledge sharing perceptions
and behavior of programmers (Tsai and Cheng 2010). In behavior (B) reside the findings
related to the developers’ (self-reported) behavior when encountering informational privacy
concerns during software development. We further examined available technological solutions
and architectural patterns that the developers reported they used in practice. We believe that
developers’ use of such available technologies also plays an important role in shaping their
mindset by introducing axiomatic thinking about the capabilities and constraints of technology.

4.2 Developers’ Privacy Perceptions and Interpretation (P)

We asked the participants direct questions regarding the definition of informational privacy. In
addition, several other questions and discussions during the interviews, indirectly reflecting
these topics, further contributed to our understanding of how the developers perceive infor-
mational privacy. The answers indicated that there was a substantial gap between the legal
norms as to privacy, and privacy as perceived by the participants.

In order to contextualize the participants’ privacy perceptions, we analyzed them in light of
the FIPPs, as described earlier, including: notice, consent, data minimization, purpose speci-
fication, subjects’ access and rectification rights, confidentiality, and data security.
Accordingly, we classified participants’ relevant quotes into these FIPPs. Although qualita-
tively analyzed, we decided to count the text segments classified to each FIPP, as an indication
regarding the extent of familiarity of the different FIPPs among the participants of the research.
Tables 1 and 2 present our qualitative observations accompanied with example quotes for the
different FIPPs as referred to by the participants (each quote is referenced to the interviewee’s
serial number). The FIPPs are listed in the tables according to decreasing frequency of
participants’ statements. Figure 1 presents the number of participants’ quotes classified to
each FIPP.

When examining how the participants responded to privacy-related scenarios, in
addition to further analysis of their definition of informational privacy, we found that
their interpretation of the concept of privacy also plays an important role. A recurring
phenomenon was participants’ interpretation of privacy as a theoretical, abstract, and
impractical — perhaps even naive — concept.
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Table 2 FIPPs generally not reflected in the privacy definitions of the participants

FIPP Definition (Gellman 2013) Observation
Notice Informing the data subject about the data Each of these FIPPs was mentioned
collection. by a single participant.

Data subject’s access ~ Enabling an individual to access their personal
data, held by the data processor.

Data minimization Limiting the types of information an
organization may collect about an individual

Rectification Allowing the data subject to require that the data  Rectification was not mentioned by
is rectified if it is inaccurate any of the participants.

The following set of quotes demonstrates the general discomfort the participants
expressed when discussing privacy. They are not only unsure as to what privacy
means, but the mere feasibility of its implementation is questioned. For example:
Wow, this [defining privacy] calls for philosophizing... (18); In most systems it
[privacy] is unrealistic [to implement]. (I1).

Moreover, business considerations are interpreted as being of a higher priority over
preserving end users’ informational privacy: when the data subject’s privacy conflicts
with business needs, the latter overrides the former in the real (rather than the
“idealistic”) world. For example, the following quotes are answers to a question
about what should be the default setting defined in an application regarding collecting
personal information (consent or not): Default consent for data collection [is prefer-
able]. With all due respect to the idealistic world, people keep the defaults (I11);
Default consent for data collection [is preferable], of course. We make a living by it
(112).

Finally, participants tended to discuss privacy as a social concern, based on norms
of morality and ethics, rather than a technological, engineering concern. For example:
Privacy is the moral aspect of keeping [private] information. (19); It [privacy] is
about the norms of interpersonal relations (119). This tendency implies that privacy
decisions depend on social norms and individual values rather than the law or
engineering guidelines and solutions.
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Fig. 1 Participants’ quotes classification in the context of accepted FIPPs
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4.3 Organizational Privacy Climate (E)

The organization is the immediate environment within which the vast majority of software
developers operate. This environment and its characteristics may influence, and be influenced
by, developers’ privacy-related perceptions, interpretations and decisions. Data analysis re-
vealed several aspects of this environment in this context.

We found in the interviews frequent references to organizational privacy policy. However,
policy draws only part of the picture; its interpretation and dissemination within the organization is
what really counts. We borrow the term climate from the organizational behavioral research
domain in order to reason about how privacy-related design decision-making is affected by
organizational norms, practices and beliefs. Organizational climate is the “perceptions of the
events, practices, and procedures, and the kinds of behavior that are rewarded, supported, and
expected in settings” (Schneider et al. 2013). Therefore, to understand how the organization
affects developers in our context, we examine the organizational privacy climate. The term,
privacy climate, has recently appeared in privacy literature (Ammori and Pelican 2013; Bamberger
and Mulligan 2013; Ozer 2012; Sanchez Abril et al. 2012). We explore a specific type of privacy
climate, an organizational privacy climate that resonates in the actions of developers. Reverse-
engineering the term, we can refer to organizational privacy climate as a shared perception of the
way behavior with regard to privacy is rewarded, supported and expected.

Table 3 provides our observations regarding organizational privacy climate, differentiating
between positive and negative climates toward privacy, and accompanied with example quotes
demonstrating both types of climate. Ten of the participants provided examples and statements

Table 3 Organizational privacy climate

Privacy climate ~ Observations Examples

Positive 10 of the 27 participants referred explicitly to  There are very clear guidelines [we need to

organizational procedures governed by
organizational policy. In some
organizations, a designated position is
responsible for privacy concerns and/or
organizational education of developers re-
garding privacy. Most notably, two partic-
ipants described how their organizations
systematically enforce rigor privacy policy
via multiple workshops, memos and other
information distribution channels for
communicating and educating employees
as to how to handle privacy.

17 participants felt they were expected to
comply with organizational norms and
practices which do not conform with
privacy concerns, and in many cases were
in contradiction with the declared
organizational privacy policy as well as
their own moral values. However, these
norm and practices de-facto determine the
developers’ behavior.

Some of these participants did not refer to
organizational policy. This implies that
such policy either does not exist, or that
employees are unaware of it.

Sfollow] regarding privacy. For example,
there are guidelines for the duration of
keeping the information in the system. (113)

We had an in-house workshop that deals with
privacy and protection of information.
113)

We use business data, which after 4-5 years
may no longer be relevant. We should
delete data when they become obsolete.
We do not delete [data]. Ever. (I3)

[Answering the question: Do you ever ask
vourself if a specific purpose of collecting
personal information is legal?]: Yes. But
once I'm told to leave it, I go along with
the organization. (14)

@ Springer



272 Empir Software Eng (2018) 23:259-289

reflecting a positive organizational privacy climate, including organizational procedures
governed by organizational policy, and in some cases additional strategies, such as a desig-
nated position within the organization responsible for privacy concerns, namely a Chief
Privacy Officer (CPO), or means for educating developers to handle privacy concerns.

These means for promoting, distributing information, and educating developers
about the privacy policy of the organization were evident in organizations where
privacy is a core value, for example, in the healthcare and financial domains. In
other cases, such as the telecommunication domain, the organizational policy, even
where it clearly existed, was much less salient. Moreover, while the role of organi-
zational privacy policy is to guide behavior within the organization regarding privacy
concerns, we found a pattern of statements reporting on organizational norms and
practices that led to participants’ impression that they were expected by their organi-
zation to overlook privacy concerns, including the organization’s own privacy policy
and regulations. One participant even explicitly referred to the difference between
organizations: “The difference between Company X and Company Y is that Y empha-
sizes privacy more than X. In Y there are people leading the privacy concern, so you
[the developer] have no choice but to treat it. It depends on the nature of the
organization” (I15). The “the nature of the organization”, a murky definition indeed,
points to the complex and indirect ability of privacy climate to affect the engineering
culture.

Negative organizational privacy climate, while perceived as stemming from the organiza-
tion’s interests or simply due to omission of designated resources to implement privacy, was
found in some of the instances to have substantial detrimental consequences, as demonstrated
in the following example: “There are plenty of organizational procedures regarding what to
do about privacy. Each company has its own procedures. Many of these procedures are
defined and clarified with time. For example, there was a situation in which we were sued as a
company because we gave call details to a wife, who found that her husband was cheating on
her because she could see who he was calling. Following this lawsuit, a procedure was
defined on which identification details are needed in order to ensure that we are talking with
the person authorized to receive this information. There is no law in this regard that we need to
comply with, we need to understand how we — as a company — protect ourselves by ensuring
that we do not provide information to the wrong person.” (112).

To summarize, it is clear that in many cases the organizations’ privacy policies and their
broader privacy climate are not always aligned. In some organizations, the organizational
climate allows, and even promotes, behavior that is inconsistent with the official, defined
policy or regulations, despite the risks of future losses in terms of money and reputation. Yet, in
other organizations, the organizational climate promotes its privacy policy; supervision,
communication and educational measures are taken to ensure that employees are aware of,
and adhere with, the organizational privacy policy.

In both cases, we found that organizational climate is a powerful factor, almost
inclusively determining the developers’ behavior, regardless of whether it is aligned
with policy, regulations, laws, or even the developers’ own values and beliefs. In our
study, most of the participants’ reports demonstrate how the organizational privacy
climate hinders privacy-preserving behavior. Yet, at the same time, acknowledging
organizational climate as a decisive force affecting developers’ behavior also points to
a potentially promising and effective solution. We elaborate further on this direction in
the discussion section.
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4.4 Developers’ Privacy Practices (B)

Looking into developers’ privacy practices, we grounded our exploration in two aspects: (1)
the privacy-related technologies they use in practice, and (2) their responses to privacy
concerns.

Many kinds of privacy-related technologies are available for use. The participants were
asked about this topic in two occasions: First, they were asked to describe examples from their
past experience of using technological solutions for handling privacy concerns. Second, they
were presented with a list of known technological privacy solutions and were asked to note,
about each of them, whether they are familiar with it and whether they use it (see Appendix 2,
question 6). This list of technological solutions was based on the list of FIPPs. We also made
sure that there were enough examples of technologies following the two categories of the
taxonomy proposed by Spiekermann and Cranor (2009) that differentiates between two types
of solutions: privacy-by-architecture practices, in which the architecture of the system is
designed in order to preserve privacy, and privacy-by-policy solutions, in which the system
is configured (rather than designed) to support privacy. In privacy-by-architecture, the privacy
of users cannot be violated even if the system operators wish to do so, because the architecture
of the system itself prevents privacy risks. In privacy-by-policy, the users’ privacy depends on
the way the system is managed and on the policies of the system operators. Generally
speaking, the privacy-by-architecture is a pure manifestation of privacy-by-design concepts,
even though privacy can be enhanced through implementing privacy-by-policy solutions. We
included in the list privacy-by-architecture choices that limit personal identifiability, including
encryption, anonymization and decentralization, as well as privacy-by-policy options that
include user control, access, and limitations on data collection.

In the open question, the participants were encouraged to provide examples from their own
experience, in which they actually implemented or designed privacy solutions within a system.
Eleven (11/27) participants did not have any experience of implementing such a solution and
could not recall any privacy strategy they were familiar with. The rest of the participants (16/
27) each described a single technological strategy. We followed the aforementioned taxonomy
(Spiekermann and Cranor 2009) for classifying the noted solutions to the two privacy
categories: by-architecture and by-policy. In addition, a third category of solutions stemmed
from the data analysis: security solutions that protect the system from malicious third parties
that attack the system from the outside. The participants’ answers distributed as follows: three
examples of privacy-by-architecture solutions, seven examples of privacy-by-policy, and six
examples of security solutions.

Overall, analyzing the solutions the participants described reflects the limitations of the
developers’ privacy solution toolbox. The architectural changes were relatively basic, with
heavy reliance on access control mechanisms. None of the participants questioned the
fundamental architecture of the system to support privacy, or described situations in which
the architecture was altered to support privacy. Rather, the existing architectures and frame-
work were configured or adjusted to support policies.

The answers to the second question, regarding familiarity and use of technological solutions
we presented to the participants, are presented in Fig. 2. The most familiar, as well as most
frequently used solution was found to be encryption, which was reported to be familiar and
used by all participants. Note that encryption is used in many security scenarios, highlighting
once again that developers associate privacy with security. The second and third most used
solutions refer to the user access privacy principle. This result is somewhat unexpected, since
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Familiarity

#Usage

Number of participants

Solutions

Fig. 2 Familiarity and usage of informational privacy solutions

the participants almost never mentioned access during the interviews in general, and in the
privacy definitions in particular. Possibly, while most participants are familiar with these
strategies, they do not necessarily associate them with privacy.

The fourth most used solution was temporal data, which refers to a strategy in which the
collected data is regularly deleted after using it. For example, credit card numbers cannot be
stored, and are deleted immediately after their use. This solution, again, is related to the
security principle, as it limits the ability of malicious third-party agents to access and (mis)use
sensitive information.

As Fig. 2 shows, most of the participants are familiar with most of these solutions.
However, except for the case of encryption, the use of these strategies is less frequent than
their familiarity. An obvious explanation for this difference could be report bias; participants
may tend to report on familiarity of technological solutions even when they are only super-
ficially familiar or even not familiar with them at all. However, we found an additional
explanation in the participants’ comments about these strategies. For example, see the follow-
ing comments: the first in the context of decentralization, and the second in the context of
automatic expiration date: “I don't use it [decentralization] and I think it's a bad idea. Data
decentralization should be considered according to the system’s requirements, and not in order
to protect the data.” (P2); “Information is valuable to the company and therefore is not
deleted.” (I7). These and similar comments participants made correspond with the previously
identified developers’ interpretation of business considerations being of a higher priority over
informational privacy (see section 4.2).

The actual use in practice of existing technological strategies for privacy preservation may
influence, as well as be influenced by, the developers’ perceptions. For example, the perceived
strong association of privacy and security may influence developers to use more security-based
solutions to resolve privacy concerns, and vice versa, their high familiarity and experience with
security-related solutions may form their tendency to use the security hammer to resolve any
privacy concern.

In addition to the observations above, when examining how the participants responded
when encountering privacy concerns, we found a tendency, demonstrated by many of the
participants, of not taking responsibility over privacy: most of the participants (17/27)
expressed a clear statement that handling privacy concerns is not within their responsibility;
four participants were inconclusive whether this topic falls within their responsibilities; and the
remaining six participants stated that they are responsible for informational privacy. The

@ Springer



Empir Software Eng (2018) 23:259-289 275

tendency of not taking responsibility over privacy was manifested in quotes such as the
following: [If a privacy concerns arises] I would forward it to the relevant role to handle,
either to the system owner, security department or my managers (13); It [privacy] is not within
my domain; we are not really doing anything about it (118). This adds another aspect to the one
discussed above, namely that the tendency to use the security hammer is operationalized only
in cases of developers who believe it is their responsibility to deal with the (privacy) nail to
begin with.

5 Discussion

Privacy by Design (PbD) advocates the introduction of privacy considerations into the
technological system design. Therefore, PbD delegates responsibility over privacy to those
in charge of the design of information technologies, namely software developers. For PbD to
be a viable option, it is essential to understand developers’ point of view with regard to
privacy. This study provides qualitative insights into the different factors formulating the
mindset and behavior of developers regarding privacy, and proposes a model for classifying
these factors and the relations between them based on the adoption and adaptation of the
schema of SCT. The proposed theoretical model reflects the mechanisms unveiled in this
qualitative research. Further quantitative research will enable substantiating and generalizing
these categories and the relations between them.

Our findings indicate that developers use the vocabulary of data security to approach
privacy challenges, and that this vocabulary limits their perceptions of privacy mainly to
third-party threats. This perception is interestingly similar to perceptions that were previously
identified in the context of users, rather than developers; specifically, that users often reduce
the notion of privacy to security concerns only (Sheth et al. 2014). We detail the environmental
mechanisms that influence, and are influenced by, developers when handling privacy concerns,
identifying organizational privacy climate as a powerful means for organizations to guide
developers toward particular interpretations of privacy, and specifically their perceptions as to
how they are expected to act upon privacy concerns, which can either be aligned or conflict
with the stated policy. In addition, we describe how software architectural patterns frame the
privacy solutions that are used throughout the development process, and provide evidence that
developers prefer policy-based solutions to architectural solutions.

These findings suggest a possible explanation for the slow acceptance of PbD in practice.
While PbD is much hailed in policy circles, the way developers perceive privacy, the use of
personal data by the organization and the stemming privacy ramifications differ to a great
extent from the policy makers’ view. As PbD relies on developers to incorporate privacy into
the core architecture of the system, the narrow way developers interpret privacy may well be
translated to the low implementation of PbD. Thus, for PbD to become a useful policy tool,
this gap should be bridged. One way to do so turns to the causes of the gap. A recent study of
discourse analysis based on engineering professional literature reveals one possible cause: the
technology’s privacy mindset, as reflected in leading engineering textbooks, and the legal
mindset share little ground (Birnhack et al. 2014). For PbD to succeed, engineers should learn
more about privacy (and of course, lawyers should learn more about technology). We suggest
that there is an urgent need for a shift in technological education and literature that will teach
concrete ways, in which a design can achieve both the technological goals of usability and
functionality, and at the same time, cater for the privacy needs.
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An additional important finding is the central role of organizational climate, and specifically
the organizational privacy climate, in forming engineers’ mindset and behavior. We found that
developers’ understanding of the way the organization expects them to behave when encoun-
tering privacy concerns dictates the way they behave, regardless of regulations they might be
familiar with, their own beliefs, or even the organization’s formal policy. This is strongly
aligned with literature. Studies in different domains in the context of organizational climate
suggest that organizational environment and organizational norms have a large impact on
employees’ perceptions and behavior (Stamper et al. 2000) and found significant effects of
specific dimensions of organizational climate on employees’ behavior (e.g., (Argyris 1960;
Eisenberger et al. 1990; Nicholson and Johns 1985).

Several studies examining specific organizational characteristics and their effect on privacy-
related behaviors were conducted thus far. For example, Balebako et al. (2014) observed that
developers from smaller companies are less likely to demonstrate positive privacy and security
behaviors. Our research further extends the relations between company characteristics and
privacy decision-making, grounding characteristics in the concepts of organizational climate.
We demonstrate that privacy climate differs between organizations, which may well be related
to size and to other external characteristics such as the business domain, and can also be
influenced by internal characteristics, such as management and specific roles within the
company (to be further elaborated on below), all ultimately forming the organizational privacy
climate. This finding not only reveals the situation in its current complexity, it opens a hatch to
potential means for improvement.

The construct of a facet-specific organizational climate refers to “shared perceptions among
members of an organization with regard to aspects of the organizational environment that
inform role behavior, that is, the extent to which certain facets of role behavior are rewarded
and supported in any organization” (Zohar and Luria 2005). Organizational climate’s strength
is determined via designated measures developed uniquely for a given facet. Special attention
is given to facets that present competing operational demands to other, core facets; for
example, caring for work safety reduces productivity. In such cases effective indicators are
actual, enacted procedures and practices which should be distinguished from formally declared
policies, thus reflecting the true priorities of the organization (Zohar 2000). The literature of
organizational climate offers solidification of a focused climate approach to understanding
organizational processes and outcomes, leading to survey approaches to culture and multi-level
work on climate, climate strength, validity for a climate approach, and the relationship between
leadership, climate and culture (Schneider et al. 2016). The development of climate strength
measures requires development of designated surveys focusing on reported actual behavior
and perceived expectations in the context of the measured facet of organizational climate. For
example, Zohar (1980) describes the development of a focused safety climate measure
including, e.g., employee perceptions of management attitudes toward safety and effects of
safety behavior on promotion and status within the organization. This measure was signifi-
cantly related to safety inspectors’ rankings of organizations’ safety practices and accident
prevention programs. Luria (2008) proposes a measure for organizational quality climate, that
is calculated based on a scale of quality behaviors of individual employees and their managers,
as ranked by the employees, while accounting for management leadership. Similar measures
have been developed for organizational climates relating to service, justice, leadership and
more (Schneider et al. 2016).

The informational privacy facet in software systems development demonstrates similar
characteristics to the facets mentioned above, by competing with other facets that are typically
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perceived of higher priority, such as productivity and software usefulness. Since the topic of
organizational privacy climate has thus far not been examined, we believe that valuable lessons
can be learned from previous research examining the change of employees’ behavior via
organizational climate, such as in the context of work safety and ethics, two areas in which
organizational climate was found to be highly influential. Studies on work safety found that
organizations with strong safety climates report fewer injuries than organizations with weak
safety climates (Brown and Holmes 1986; Cooper and Phillips 2004; Gershon et al. 2000;
Gimeno et al. 2005; Grosch et al. 1999; Siu et al. 2004; Varonen and Mattila 2000; Zohar
2000). Mohamed (2002) corroborates the importance of the role of management commitment,
communication, workers’ involvement, attitudes, competence, as well as supportive and
supervisory environments, in achieving a positive safety climate. Studies that investigated
organizational ethics as an aspect of organizational climate similarly examined the effect of the
ethical climate on employees’ behavior. Organizations with stronger ethical climates were
found to contribute to employees’ ethical behavior and perceptions thereof (Bartels et al. 1998;
Deshpande 1996; Jaramillo et al. 2013). Supervision was found to highly influence ethical
climate and ethical behavior (Wimbush and Shepard 1994).

Based on the above, it is reasonable to infer that a climate of an organization in a certain
area is quite predictive of its employees’ behavior and is highly affected by the values and
climate that management adopts. The components that were found to affect organizational
climate, such as management commitment and communication with employees, need to be
considered when forming a plan to change it. Specifically, an important factor repeatedly
mentioned in the literature is internal supervision, which was found to significantly change
organizational climate and employees’ behavior. In the context of privacy, a Chief Privacy
Officer (CPO) with high visibility and authority in the organization could successfully fulfill
this role. Another interesting topic addressed in organizational literature is the importance of
empowering employees to take initiative and serve the collective interests of the company as
though they are its owners, without being micro-managed, in order to succeed in today’s global
business environment with its knowledge and creativity requirements (Spreitzer 2008 and the
references therein). In software projects, where requirements are often under-maintained and
under-managed, and different risks may present themselves in different products, developer
disclosure is important for translating the general privacy policy or law to concrete software
requirements.

Future research could focus on defining measures for organizational privacy climate, as
done in previously investigated organizational climates. Such measures would be instru-
mental for managing and controlling different mechanism for increasing positive
organizational privacy climate toward improving awareness, interpretation, and behav-
ior of developers in the context of addressing privacy concerns in the developed
software systems.

The contribution of this study is threefold. First, the research empirically unveiled the
current privacy mindset of developers, namely that many of them hold a partial understanding
of privacy, and interpret it as being of relatively low priority. Second, the analysis of the data
led to insights regarding the forces forming and formed by this mindset, identifying existing
technological solutions the developers use and organizational climate as highly influencing
their mindset and vice versa. Finally, based on the findings and related research on organiza-
tional climate, we propose forming a strong positive organizational privacy climate and
appropriate education to familiarize developers with privacy solutions beyond those address-
ing security concerns, as a future direction for improvement mechanisms.
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The findings and their applicability as discussed in this paper are relevant to professionals
involved in the development of any software system in which personal data are stored. The findings
are also relevant to educators, as well as to researchers from different fields engaged in informa-
tional privacy (data protection) research, including the fields of information systems, software
engineering, computer science, law, philosophy, and organizational studies. The theory presented
in this paper and the identification of some of the sources of the phenomenon represented by the
adapted SCT model, offers directions for bringing about change to the current situation, pointing to
possible improvement mechanisms, starting with organizational privacy climate.

6 Limitations

Some limitations should be considered in interpreting the findings of this study. Examining how
developers understand and behave upon informational privacy was not possible by direct observa-
tions of their work, due to relatively rare instances of handling privacy related concerns. Therefore,
data collection was based on interviews, relying on retrospective data that may be biased due to
memory error and self-serving bias. Moreover, in the settings of the interviews, time was pre-
allocated and no time pressure or other kinds of stress were observed. This setting is different from
real-life software development practice, presenting less time and performance pressure. While this
can be considered a limitation as well, in the context of the findings of this study — when developers
were specifically asked to discuss privacy and so were highly attuned to this topic — we expect their
answers to reflect more attention and consideration of privacy than in the complexity and tight
schedule of real-life situations. Thus, their actual behavior regarding privacy is expected to be even
less considerate of privacy than the perceptions and attitudes found in this study indicate.

Our sample includes 27 software developers. While this list of participants was determined
according to the theoretical sampling principles, and reflected varied domains, organization types
and extent of experience, we cannot say that it provides a statistically representative sample of the
population of developers. A point of strength is the theoretical saturation reached based on the
analysis of the data collected from eighteen participants, further verified and validated with the data
collected from the additional nine participants. Nevertheless, due to our limited, nonrandom sample,
caution should be exercised in generalizing the findings. Future research in additional domains, and
using quantitative research methods, could contribute to the generalization of these finding and the
validation of the theoretical model, its components and the relationship between them, as identified
in this study.

7 Conclusion

Privacy by designers? Well, not just yet. Examining the point of view of software developers, it
seems that, except in the context of specific domains, software developers are actively discouraged
from making informational privacy a priority, being expected to conform to norms and practices
dictated by a negative organizational privacy climate. But the problem goes deeper than mere
prioritization; many developers do not have sufficient knowledge and understanding of the concept
of informational privacy (data protection), nor do they sufficiently know how to develop privacy-
preserving technologies. If PbD is ever to become a viable practice, a considerable change is to be
made for preparing the field for the wide implementation of this policy. The findings of this study
suggest that organizational privacy climate highly influences developers’ privacy interpretation and
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behavior; thus, it may potentially serve as an effective mechanism to bring about the required change
in the privacy mindset and practices as to informational privacy, starting with the adaptation of
organizational policy to the principles of FIPPs and followed by the diffusion of this policy into the
organizational climate. Other findings, notably developers’ high familiarity with security solutions,
as opposed to solutions of other privacy-related concerns, as well as developers’ preference to use
privacy-by-policy rather than privacy-by-architecture solutions, indicate that developers lack the
required knowledge for effectively design privacy preserving technologies. A well-designed educa-
tional program would increase developers’ knowledge and skills for designing privacy. Providing
developers with knowledge, by means of education, as well as motivation, by means of positive
organizational privacy climate, could potentially create the mindset required for designing privacy-
preserving solutions. Future research may examine these and other means and their actual effect on
developers’ perceptions and attitudes toward informational privacy. If successful, this would be an
important and necessary step toward wide and effective implementation of PbD.

Acknowledgement We acknowledge the support of the Israel Science Foundation, Grant 1116/12.

Appendix 1: Participants

Table 4 List of participants

ID Role Academic education* Years of  No. of Domain Company
experience subordi-nates size***
11 Architect None™** 13 0 Healthcare Large
12 System Practical SE 11 0 Telecom Large
analysts
13 Architect B.A.: Business 4 0 Telecom Large
admin.; MBA
14 Architect B.A.: Business admin. 12 0 Telecom Large
I5 CTO B.Sc. + M.Sc.: CS 8 4 Mobile Application ~ Small
16 Architect B.Sc.: CS 7 12 Enterprise systems ~ Small
17 Architect B.Sc.: CS 4 5 Telecom Large
18 Architect B.Sc.: SE 4 0 Telecom Large
19  Architect B.Sc.: CS; M.A.: Law 10 5 Enterprise systems ~ Small
110 Architect B.Sc. + M.Sc.: CS 30 15 IT Research -Privacy Enterprise
I11  Team manager B.Sc.: SE; M.Sc.:IS 15 0 Healthcare Enterprise
112 Chief Architect None 15 5 Telecom Large
113 Chief Architect Practical SE 23 45 Healthcare Enterprise
114 Chief Architect B.Sc.: CS + Math 14 0 Enterprise systems ~ Medium
M.Sc..: CS
115  Chief Architect B.Sc.: CS+ 15 0 Enterprise systems ~ Small
Criminology
M.Sc..: CS
116  Architect B.Sc.: IS 17 10 Retail Large
117 Architect Military training in 8 7 Enterprise systems ~ Small
software
development
118  Architect Practical SE 17 8 Enterprise systems ~ Large
119 Architect None 13 12 Enterprise systems ~ Large
120 Architect B.Sc.: SE 10 0 Enterprise systems  Enterprise
121 Architect B.A.: Social sciences 7 0 Enterprise systems ~ Small
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Table 4 (continued)

ID Role Academic education* Years of  No. of Domain Company
experience subordi-nates size***

122 Department B.Sc.: SE; M.Sc.: CS 14 40 Defense systems Enterprise
head

123 Team leader B.A.: Business admin. 10 8 Telecom Enterprise

124 Architect B.Sc.: CS; MBA 10 25 Shipping Large

125  Architect B.Sc.: SE 4 0 Enterprise systems  Enterprise

126  Architect B.Sc. + M.Sc.: CS 17 6 Enterprise systems  Enterprise

127 Department B.Sc.: IS; MBA 10 12 Insurance Large
head

*We use in this column the following abbriviations: SE (software engineering), CS (computer science), IS
(information systems), MBA (masters in business adminstration),

**Most of the participants, and specifically the participants with no academic education (who define themselves
self-educated), reported to have taken several non-academic technological courses over the years

***The size catgorizaiton was accoridng the no. of employees creteria, as follows: small <100, Meduim <1000,
Large <10,000, Enterprise >10,000

Appendix 2: Interview Guide
1. Background information

e  Domain (of development), position, years of experience, number of subordinates,
formal education, additional professional training

*  What sources of knowledge do you use beyond the requirements of the customer?
(Colleagues? Friends outside the organization? Literature? Professional journals?
Web? Other?)

* Have you been involved in the development of information systems that handle
information about users or other data subjects? If so, please describe your role in
each project.

* Have you acquired knowledge/education specifically related to privacy concerns in
information systems? If so, please describe.

*  What development methodologies do you use?

* Do you have direct communication with the customer?

*  When you take design decisions, do they affect others in the development team? If so,
who is affected (and how many)? What are their roles?

2. Privacy definition

*  What is informational privacy?
*  What is the difference between security and privacy?

3. Information sources
*  What sources of information do you use in order to resolve privacy concerns?

* (Internet / what sites? Organizational procedures? Managers? Other employees?
Literature (which)?)
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4. Guidelines

*  What laws are you familiar with, in the context of informational privacy?
*  What procedures are you familiar with, in the context of informational privacy?
*  What norms are you familiar with, in the context of informational privacy?

5. Cases and examples

*  When you encounter a privacy concern, what do you do about it?

* In what cases do you consider or analyze privacy concerns, while designing a system?

*  When developing a system, what are the potential risks regarding privacy?

* Describe three examples of projects you were involved in, in which privacy concerns
were discussed. What aspects of privacy did you handle?

* Are privacy concerns considered, in projects you are involved with, while designing
user interfaces? If so, in what context?

* Do you initiate discussions regarding privacy or require clarifications or additional
privacy-related requirements when designing a system?

* Is privacy taken into account when planning for future requirements?

6. Familiarity and use of privacy strategies

*  What strategies (presented in Table 5) are you familiar with as solutions for privacy
concerns?

*  (Bring examples)

* For each of the following strategies, please specify whether you are familiar with it,
whether you use it, and why / in what cases do you decide not use it?

7. FIPPs

* Does the organization inform its users about its privacy policy?

*  During your work, have you ever needed to address concerns of notifying users about
ongoing operations or information theft? If so, how? At what stage?

* In your opinion, to what extent is it important to receive consent from users prior to
collecting private data about them?

* In your opinion, to what extent do the users have the right to choose how, when and
what information is gathered about them (that is, the freedom to design the informa-
tion that is collected about them)?

* Do you think that user consent for data collection should be opt-in (default is lack of
consent, and requires active action to give consent) or opt-out (default is agreement,
and requires active action to deny consent)?

* Have you ever dealt with user consent in this context? In what stage of the develop-
ment? Who raised the need? Is the topic of user consent discussed during projects?

* Do you, or the customer (for whom the system is designed), define the purpose for
which the information is collected by the system?

* How do you decide what information is collected by the system? What are the
considerations? Are they determined according to customer requirements?
According to common practices? Some other criteria?
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* Is the legitimacy of the purpose for which personal information is collected by the
system discussed? Do you ever ask yourself if a specific purpose of collecting

personal information is legal/problematic in any sense?

* In your opinion, should personal information accumulated about users in the system
be deleted? If so, after how much time should it be deleted? (Immediately after the use
of the information? after one month? three months? one year? two years? five years?

ten years?)

8. Responsibility

* s information privacy considered to be the responsibility of the architect?

e (If not): Whose responsibility is it?

9. Open discussion

* Do you have any other thoughts about informational privacy you would like to share?

*  Why did you agree to be interviewed for this research?

Table 5 List of privacy strategies

Strategy

Decentralization of data so there is no central access point for all data

Collected data is regularly deleted after usage

Providing users control over privacy settings: What would be revealed to other users or
system operators

Optional “turn off” of overall data collection for a certain time frame

Encryption technologies

Data anonymization for management and analysis purpose

User transparency about his/her information that is available in the system

Systems that enable users to access personal information about them, which resides
within the system

Systems that enable users to delete personal information about them, which resides
within the system

Automatic expiration of personal information
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